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1 Environment Configuration

1.1 Networking Diagram

Figure 1.1 Storage and Archive Server Test Networking
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The management network and service network are connected to the Administration client, Archive server, Database
Server, and Huawei OceanStor Pacific Scale-Out Storage through switches.



1.2 Hardware and Software Configuration

1.2.1 Storage Configuration

Table 1-1 Huawei storage configuration table

Name Model Version Quantity
Storage Huawei OceanStor Pacific Scale-Out Storage 8.1.5 1
(Hereinafter referred to as “the storage” as well)
1.2.2 Matching Hardware Configuration
Table 1-2 Hardware Configuration
Name description Quantity
Administration Client Install the OpenText Administration Client software for management. 1
Archive Server Install the OpenText Archive Server software. 1
Install the SQL server and hold the configuration information for
Database Server . 1
OpenText Archive Server.
Ethernet switch Ethernet switches for management networking and service networking. 2
1.2.3 Test Software and Tools
Table 1-3 Test Software and Tool List
Software Name Version Quantity
Administration Client 20.2 1
Archive Server 20.2 1
SQL Server SQL Server 2016 1
Operation System Windows 2016 1
Software Version:
SQL Server:
g Microsoft ODBC Driver 13 for SQL Server Microsoft Corporation 5/9/2023 16.6 MB  13.0.1601.5
5 Microsoft 5QL Server 2008 Setup Support Files Microsoft Corporation 5/9/2023 621 MB  10.3.5500.0
3 Microsoft 5L Server 2012 Native Client Microsoft Corporation 5/9/2023 143ME  11.3.65318.0
5 Microsoft 5QL Server 2014 Management Objects Microsoft Corporation 5/9/2023 26,0 MB  12.0.2000.8
¢ | Microsoft SOL Server 2016 Microsoft Corporation 5/9/2023
3 Microsoft SOL Server 2016 (64-bit) Microsoft Corporation 5/9/2023
5 Microsoft 5QL Server 2016 Policies Microsoft Corporation /9,/2023 207MB  13.0.1601.5
3 Microsoft SOL Server 2016 Setup (English) Microsoft Corporation 5/9/2023 53.6MB  13.0.1601.5
5 Microsoft 50L Server 2016 T-50L Language Service Microsoft Corporation 5/9/2023 145MB  13.0.14300.10
3 Microsoft SQL Server 2016 T-50L ScriptDom Microsoft Corporation 5/9/2023 147ME  13.0.1601.5
[ Microsoft SOL Server Data-Tier Application Framewo...  Microsoft Corporation 5/9/2023 23.1MB  13.0.3485.1
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Windows:
A syctem - O X

L 3 » Control Panel » All Control Panel ltems » System w Search Control Panel Lo

Control Panel Home . - .
View basic information about your computer

@ Device Manager Windows editicn
g Remote settings Windows Server 2016 Standard
& Advanced system settings © 2016 Microsoft Corporation. All rights ==_ Windows Server: 2016
reserved.
System
Processon Intel(R) Xeon(R) Geld 6132 CPU @ 2.10GHz 2,10 GHz (8 processors)
Installed memory (RAM):  32.0GB
Systemn type: 84-bit Operating System, x64-based processor
Pen and Touch: Mo Pen or Touch Input is available for this Display

Computer name, domain, and workgroup settings
Computer name: otserver23 G'Changesettings
Full computer name: otserver23
Computer description:

Workgroup: WORKGROUP

Windows activation

Connect to the Internet to activate Windows. Read the Microsoft Software License Terms

Product ID: 00376-30816-70930-AA530 ) Activate Windows

Security and Maintenance

Archive Server and Administrator Client:

[ RN O — R
EOpenText Administration Client 16.2.3 (20.2) Open Text Corporation 5/15,/2023 252MB  16.2.0.572
E OpenText Archive Server 16.2.3 (20.2) OpenText Corporation 5/10,/2023 1.28GE  16.2.0.943

Huawei OceanStor Pacific Scale-Out Storage:

OceanStor Pacific Monitor Data Protection Cluster

L) Cluster Details

Bandwidth

Usable Capacity ® Top 5 Storage Pools by Usage

SATA/NL-SAS HDD 52828 GB/62.156 T8 0.082% Usage (%) ® 2c_poal

100




2 Verification

2.1 Add the storage to the archive server as S3 target storage

Test Purpose To verify that the storage can be added to the archive server as S3 target storage.

Test Networking | Storage and Archive Server Test Networking

1. The administration client, archive server, and SQL database have been deployed and

. configured successfully.
Prerequisites . . .
2. The S3 services of the storage have been configured successfully, including accounts,

namespace, access certificates, security certificates, and service networks.

1. On the administration client, add the archive server.
Test Procedure 2. Add the storage to the archive server through the S3 protocol.

Test the connection between the storage and the archive server.

In step 2, succeed to add the storage to the archive server successfully.

Expected Result .
2. Instep 3, the connection test succeeded.
1. On the administration client, add the archive server.
1.1 Input the IP address of the archive server in the Server name filed. And input the Port
and Display name. Then click OK.
&
File Action View Help
«=|F HE
[ shared Services add Server « 0ltems
| Sionedin Description
General Eﬁé
Servername: © (84415625 |
Server Access
Test Results o o
Protocol O hitpg fstrongly recommended)
@® hp
Display name: * [g.44.156.25:8080
Semee Archive Center ~
Description:
More.
= =

1.2 Sign in to the archive server created in the previous step.




File Action View Help

e xm 55

Shared Services
i 8.44.156.25:2080

Please sign in

OpenText Administration Client x

opentext"| Administration Client

Server 84415625
User name  [dsadmin
Password

2. Add the storage to the archive server through the S3 protocol.

2.1 Right-click

Storage Devices and choose Add Storage Device.

e OpenText Administration Client

File Action View Help
&= | 55

3 shared Services
v L 8.44.156.26:8080
v [F] Archive Server
v 7 Infrastructure
3 Buffers
/\ Caches

& Archives
@ Environm
i System

‘i Cenfigur

& Storage Devices
Storage Devices  Unavailable Yolumes
Storage Device Name

Storage Type Connected ... Status

% Disk Volumes
& Storage Devices

Add Storage Device...
Start Storage Manager
Stop Storage Manager
Restart Storage Manager

Refresh

View ¥

Help

2.2 Input the Storage Device name, and select Simple Storage Service(S3) as the Storage type.

Add Storage Device

X

General

B Before You Begin
# General
Settings

Summary

Storage Device name: pacific
Storage type: Simple Storage Service (S3) ~
Storage strategy: Single File
Container File
Which strategy should | chooze?
Help < Back

]

ead > Cancel




certificate exported from the storage as the SSL certificates.

2.3 Input the domain name of the storage in the Service Address field, and choose the RootCA

Settings

B Before You Begin

_ﬂJ ca_cert_RootCA_941282841.crt

5/15/2023 T:46 PM
[ Desktop -+
* Downloads *
£ Documents +

2.4 Click Finish to complete Add Storage Device.

Add Storage Device

Service Address: = ‘hwnhs com |
® Generl 5L ceticates: - [EACA'newca'\ca_cen_RootCA_941282841 ot | [ Browse... |
B Settings Bucket Address Style: * | VIRTUAL_HOST_STYLE ~
Summary Signature Version: 4 ~
I M = | newca
Home Share View
- v » MewVolume (E) » CA » newca
Marme - Date modified Type Size
3t Quick access

Security Certificate

Summary

@ Before You Begin Click Finish to create a new device.

& General

Device Name pacific
& Settings Storage Type: Simple Storage Service (S3)
- Storage Strategy: Single File

The next step is to add connections for this device.
{Action: Add Connection...)

Help < Back

Cancel

3. Test the connection between the storage and the archive server.

E#] OpenText Administration Client
File Action View Help

L I[N 7 Y

3.1 Right-click the storage device created in the previous step, and choose Add connection.

2KB

Shared Services
v B4 8.44.156.25:8080
v [ Archive Server
~ 181 Infrastructure
3 Buffers
7\ Caches
T Disk Volumes
& Storage Devices
& Archives
@ Environment
v i System
5 Alerts
P Events and Notifications
(') Jobs
& Key Store
& Policies
1 Reports
=3 Storage Tiers
&8 Users and Groups
P Utilities
4 Configuration

& Storage Devices

Storage Devices  Unavailable Volumes

Storage Device Name

Connected ...  Status

Storage Type
Zinle Enabled

[ doacific

age ...

Generalized. ..

Add Connection...
Properties

Help




3.2 Input a name in the Bucket field. Select defaultRegion in the Region field. Input the Access
key and Secret key of the storage.

Bucket: |otbucket |

Region default Region

Accesskey: - [CB320C412237C94DC3C3 | [ set Secret Key... |

Test Connection

0K Cancel

Set Secret Key *

New Secret Key l Il

o9

[=]

(MB) Free (MB) Base Directory Buck

G

3.3 Click Test Connection and the result is OK.

Add Connection >

Bucket: |ot|:uucket |

Begion default Region

Access key: |C532DC41223?C54DCI3 | Set Secret Key...

[TomGomaein | /0K

QK Cancel

Test Conclusion

Passed

2.2 Archive files to the storage through the archive server

Test Purpose

To verify that the archive server can archive files to the storage.

Test Networking Storage and Archive Server Test Networking
1. The administration client, archive server, and SQL database have been deployed and
configured successfully.

Prerequisites 2. The S3 services of the storage have been configured successfully, including accounts,

namespace, access certificates, security certificates, and service networks.

3. The storage has been added to the archive server successfully.




Test Procedure

1. Prepare some files and write the files to the archive server’s local buffer. And check the
files in the archive server’s local buffer.

2. Run related PoolWrite job to write the files in the archive server’s local buffer to the
volumes of the storage. And check the files in the storage.

Expected Result

1. Instep 1, the files are written to the archive server’s local buffer successfully.

2. Instep 2, the files are written to the storage successfully.

Test Results

Prerequisites
Prel Configuration of the storage

Set the trim-slash-switch to true so that the storage allows object name can contain more than
two consecutive directory separators.

nly. All activities may be monitored and reported.
Tue May

Authorized

username
username ["cmd"]

For example:

service_ omuser

service_ omuser “"show system general”

put supports both characters in the ASCII and UTF-8 form:

Pre2 Configuration of the archive server

Pre2.1 Initialize a new volume.

B

File Action View Help
=55 B
3 shared Services
~ @ 8.44.156.25:8080
© [ Archive Server Storage Devies. | Unavaiable Voles
w17 Infrastructure Storage Device Name Storage Type Connected .. Status
3 Buffers o pacific
\ Caches
& Disk Volumes
@ Storage Devices
& Archives
@ Environment
2 System
& Configuration

& Storage Devices 1Item

Simple Storage ... Generalized... Enabled

Initialize Volume X
Volume name: +[s3volume]
Cancel
& pacific 1ltem

Connections

Number En... Sta.. VolumeName

Capacity (MB) Free (MB) Base Directory Bucket Region Access Key
1 v - - othucket defaultRegion CB320C412...
& pacific 11tem
Connections
Number En.. Sta.. VolumeName Capacity (MB) Free (MB) Base Directory Bucket Region Access Key

pacific/1/s3volume otbucket

defaultRegion CB320C412237C94DC3C3

Pre2.2 Create a new disk volume in the local disk E:\.




E®] OpenText Administration Client

File Action View Help

o Hm HE

Shared Services
v B 8.44.156.25:8080
~ [ Archive Server
~ W Infrastructure
A Buffers
3 Caches
‘. Disk Volumes
o Storage Devices
5 & Archives
> @ Environment
5 il System
> 44y Configuration

‘# Disk Volumes

~
Volume Name Capacity (MB) Mount Path

Used As

Where Used Replicate

New Disk Volume
General
Volume name: = ‘\oca\disk
Mount path: - |E:\Buffer | [ Browse...
The Tomeat service must be able to access the path. bMore information
Volume: class Hard Disk >
Help Cancel

Pre2.3 Create a new disk buffer and attach the local disk volume created in the previous step.

5] OpenText Administration Client

File Action View Help

| 7w B

[ shared Services
v G 844.156.25:8080
~ [ Archive Server
~ 187 Infrastructure
3 Buffers
’\ Caches
% Disk Volumes
& Storage Devices
> & Archives
> @ Environment
» B System
> &4 Configuration

13 Buffers
Original Disk Buffers  Replicated Disk Buffers
Original Buffer Name

Win. Free Space (%) Days in Buffer

Cache Documents

Mew Qriginal Disk Buffer

o
fa
General g
= General Disk buffer nams: + [sJocalBuffer] |
Information Disk Buffer Purge Configuration

Purge job: * [purge_s3localBuer

B4 Min free space: |30 15 %

[ Purge documets olderthan 0 7| days
[] Cache documents bafare purging

[ Verfy documerts by checksums if checksums are atleast 0 > | bitslong

Number of threads:  [3 [+

How do | schedule a purgs job?

< Back

Fapacity (MB)

Cancel

10




B2 OpenTedt Administration Client
File

e n

Action  View  Help

7}i=]

[ Shared Services
v @ 844156.25:8080
~ [ Archive Server
v 1 Infrastructure
3 Buffers
A\ Caches
% Disk Volumes
& Storage Devices
> & Archives
5 @ Environment
> B¢ System
> G4 Configuration

3 Buffers

Original Disk Buffers  Replicated Disk Buffers

Original Buffe Name Vin, Free Space (%)
B sJocaBuffer 30

Days in Buffer
disabled

Cache Documents

Attach Volume

X

Volume Name
focaldk

3 Cancel
Voltes T Vihere Used
Volume s Type Ful Modfed Locked Vit Locked offine Capacity (V6) Free (4B) LastBadam H
penText Administration Client
File Action View Help
|
[ shared Services & Original Archives
v B2 8.44.156.25:8080 ~
o T Archive Server Archive Name No.ofPooks  Cachenabled  Cache Systemkey ID Description
~ 1 Infrastructure
3 Buffers New Archive X
A Caches
@ Disk Volumes
& Storage Devices General
~ & Archives
> & Original Archives i
5 & Replicated Archives RGN Aychive name e I
> & Extemal Archives e— What are the naming rules for archives?
> @ Environment Deserption:
> B¢ System
> @4 Configuration
[ rep <Back Cancel

Pre2.5 Create a new pool in Single file (VI) type and select the disk buffer created earlier.

2} OpenText Administration Client
File Acion View Help
% xm @

[ Shared Services
v @ 8.44.156.25:8080
v [ Archive Server
~ 0 Infrastructure
3 Buffers
A Caches
% Disk Volumes
@ Storage Devices
v & Archives
> & Original Archives
5 & Replicated Archives
> &y Bdernal Archives
5 @ Environment
5 B System
» 4 Configuration

& original Archives

System Key 1D

Archive Name No.ofPools  CacheEnsbled  Cache
Ws3archive 0 <Global Cache>
New Pool x
General
Poolname: - [pacficPooll |

What are the naming nues for pools?

Pool type: O Single file (FS)

systems (HSM, NAS)

O Wite atonce (150)

@ Singe file (V1)
(GS scenario}

© Wirte through (HDSK)

Use this pool type to wite single documents through the disk bufferto extemal fle

Use this pool type to wite 15O images to CAS, SAN, NAS or extemal fle systems

Use this pool type to write single documertts to extemal storage by a vendor interface

Use this pool type to write single documerts ffiles) to your local hard disk volumes

Description

11




E OpenText Admini
File Action View Help

ration Client

== Mew Pool X
= | 7=
[3] shared Services _i ) C &
v B 8.44156.25:8080 Single File (VI) Pool “l>
v Archive Server A System Key ID
v W Infrastructure L Storage Selection
3 Buffers
3 Caches Storage tier: <None» v
@ Disk Velumes How can | create a storage tier?
& Storage Devices Biuffering
v & Archives
> o Original Archives Used disk buffer: s3localBuffer hal
> & Replicated Archives How can | create a disk buffer?
>y External Archives
Writing
> @ Environment
> B System Wite job PoolWrite_s3archive_paciicPool
» g Configuration
How can | change a write job?
Documents written in parallel: |5 >
How can | back up the storage system?
Help me corfigure the pool
Help < Back Cancel
Pre2.6 Attach the volume created earlier.
R OpenText Administration Client
File Action View Help
|z
Shared Services @ ssarchive
~ B4 2.44.156.25:8080 Pool
v [G] Archive Server ools  Certficates Cache Servers  Server Prionities
v M1 Infrastructure Pool Name Type Default  Storage Tier Buffer Storage Device
3 Buffers @ pacificool Single file (VI) v s3ocalBuffer -
A, Caches
S Disk Volumes Attach Violume to Pocl X
& Storage Devices
v & Archives Available yolumes:
v & Original Archives
W sdarchive
> & Replicated Archives
> & External Archives
> @ Environment
5 B System
> &4 Configuration
Priorty of first attached volume: -1 =
=
(2 pacificool
Volumes
Volume Name Type Priority Capacity (MB) Fres (MB) Full Modified Locked Wit

De

12



[ OpenText Administration Client
File Action View Help
e nm H

[ Shared Services @ s3archive

v @ 844156250080
~ [ Archive Server
v ! Infrastructure
3 Buffers
A Caches
3 Disk Volumes
@ Storage Devices
v & Archives
& Original Archives
@ sdarchive
& Replicated Archives
% External Archives
@ Environment
B System
i Configuration

Pools  Certificates  Cache Servers | Server Priorities

Defauit
Single file (vI) v

Pool Name Type

Storage Tier Buffer

s3localBuffer

Storage Device
 Tpacicpool

‘ 2 padificPool

Volumes

Priority Capacity (MB)

8368608

Free (MB) Unsaved (MB)

Volume Name Type
8388608 0

#s3volume original 1

Test Result

in the archive server’s local buffer.

1.1 Test files are created.

Ful Modified Locked

1. Prepare some files and write the files to the archive server’s local buffer. And check the files

Wirite Locked

11tem

LTtem

oOffine  LastReplc

S 1 = | TestFiles o x
Home Share View []
« N » Mew Volume (E) » TestFiles v o P
Mame Date modified Type
3 Quick access
B 02-3_Linux_useful_command_0_40.avi 3IPM Video Clip
[ Desktop
| files.bt AM  Text Document 1KB
¥ Downloads TestDac.doo Office Open XML 14 KB
| Documents
= Pictures
CA
conf
packages
root
[ This PC
8 DVD Drive (D:) $55_X¢
. Local Disk (C:)
= New Volume (E)
¥ Network
. . ,
1.2 Write the test files to the archive server’s local buffer.
@
File Action View Help
| 2FE BE
[E shared Services. @ s3archive -
v i 844.156.25:5080 Po e 5 = M Video Tools
3 Buffers (X padificool single file (V) v s3localBuffer - « v > New\Volume (E) > TestFiles
A Caches

& Disk Volumes

s Quick access
& Storage Devices

v & Archives B Desicop
~ & Original Archives & Downloads
W s3archive

& Replicated Archives
& Extemal Archives
@ Environment

Documents

| Pictures

Name
) 02-3 Linux_useful_command_0_40.avi
] files.bxt

TestDoc.dock

Date modified

2 System
i Configuration

I ore st view
< « 4 [ > NewVolume(E) > OT > bin
Name
# Quick access
T bhCD.oxe
Deskto
= P ] bkCD.pdb
& Downloads

) bkCDimage.exe
] Decuments ] bkCDimage.pdb
=] Pictures & bkClient.exe

ca ] bkClient.pdb

13



N precat f1

| |
dl
“ Home Share
&«

View

BN Select Administrator: C:\Windows\System32\cmd.exe - dsh -h localhost

ul_comman

S » Mew Volume (E:) » Buffer

3¢ Quick access

[ Desktop
Qf Downloads

= Documents

&= Pictures
CA
conf
packages

root
& This PC
B4 DVD Drive (D:) 5S5_Xi
o Local Disk (C:)
- Mew Volume (E:)

¥ Metwork

5 iterns

W
wioui

Mame Date medified Type Size
.chg 1:115AM  Filefolder
00 File folder
| _ds_tmp_ _DS_TMP__File 0KB
| archivewdf VDF File 1 KB
| INFO File 1 KB
Buffer Properties x

General  Shaing Securty Previous Versions  Customize

Type:
Location:
Size

Size on disk:

Cortains:

Created:

Agtributes:

Buffer

File folder

EM

2.25 MB (2,369,017 bytes)
2.26 MB (2,371,584 bytes)
13 Files, 8 Folders

Wednesday, May 10, 2023, 8:35:19 AM

[m] Read-only {Only applies to fles in folder)
[] Hidden Advanced...

Cancel Apphy

2. Run related PoolWrite job to write the files in the archive server’s local buffer to the volumes
of the storage. And check the files in the storage

2.1 Before running the job, there is no data in the S3 bucket of the storage.

14




G 53 Browser 10.8.1 - Free Version (for non-commercial use only) (Administrator)

Accounts  Buckets Files Tools UpgradetoPro! Help

o New bucket 3¢ Delete bucket _ Path

-] Name Size

<

Type

Tasks Permissions Headers Tags Properties Preview Versions Eventlog

URL:  http://otbucket.hwobs.com/

— =
’_ﬁUpload - Download o Delete [@NewFolder \_é%ﬁefresh

Property Value

Owner opentext (000001882237C6BEQ11EFAF8B27F793A)
Name otbucket

Creation date 5/16/2023 9:42:.13 AM

Location Default Region (defaultRegion)

Total objects 0

Totalfiles 0

2.2 Start the related PoolWrite job.

5] e
File Action View Help

w=| 5w HE

[ Shored Services
v B BA415625:8000
~ [ Archave Server
v i Infrastucture
3 Buffers Tnstances Command Months Dars Days of Week Hours Minutes
A Caches 0 compress_storm_statstes Every By 3 o
B Disk Volumes 0 dekte_smpty_volmes Every [ 3 o
o Storage Devices 0 bacup vy ey 1 0
v & Archives 0 orosnzmAccData Every Every z 0
~ & Original Archives [0 Pocivrte_s3archive_pacificPocl 0 Wnite_GS s3archive pacsfcPucl Every Every Every ]
@ sdarchive [TIPurge_Expred 0 purge_expred Every. ° n »
& Rephicated Archives | OpenText Administration Client (3.44.136.25:8080) x [Buffer i Every Bvery e
& Eaternal Archives Every Every 4 o
& Emaronment L Every Every 5 o
v & Sysam 4 Job has been started Every Every Bl B4
8 Alerts Use refresh action Lo get messages of runming job. By s a bl
F Events and Notifications. Every Every = =
( Every ey z o
fu L Every Every. Every 15
» @ Key Stone f o] sy by ) o
G Palices Every Every o )
71 Reparts [ Every Every Every 0,15,30,45
=G Storage Tiers 0 AttrbAuMgraton + D migrate il 80 Every 1 o »
8 Users and Groups o Every Every ] o
% Utiities i - 3 - =
G Configuration
Wo output available

Previous Xib

2.3 Job has been completed successfully and 3 files have been archived.

15




ToY Opentex Admimistration Client
File Action View Help

«=|2F @

Haurs

Minutes pre

wygooogwyooooo

5]

15
0

2
0,15,30,45
E

o

Shared Senvices (T 30bs
v @ 844.156.25:8080
« [G] Archive Server dobs [
« T Infrastructure [ scheduler is running
3 Buffers 3ob Name Tnstances  Command Months Days Days of Week
A\ Caches (*7) Compress_Storm_Statistics 0 compress_storm_statistics Every Every
@ Disk Volumes (" Delete_Empty_Volumes 0 delete_empty_volumes Every 0
@ Storage Devices (7] Local _Backup 0 bacup Every Every
« & Archives () organize._Accounting _Data 0 organizenccoata Every Every
~ & Original Archives [ Poolvirite_s3archive_pacficPool 0 uirite_GS s3archive paciicPool Every Every
@ slarchive (7] Purge_Expired 0 purge_expired Every 0
> & Replicated Archives () purge_s3JocalBuffer 0 Purge Buffer s3iocalBuffer Every Every
3 & Bttemal Archives [y save_Storm Fies 0 save_storm_fies Every Every
[T) synchronize Repicates 0 synchronize Every Every
> @ Environment
i s 53575 SILING REPORT 0 ReperBingData Euery ey
e T4 S¥S_CLEANUP_ADMALDIT 0 Audit Sweeper Every 5
® Events and Notificati ) 5YS_CLEANUP_EXPORTS 0 CleanupExports Every Every
st ) $¥5_CLEANUP_PROTOCOL 0 Protocol_Swesper Every Every
= [T) $Y5_CONDENSE_STATISTICS 0 CompressStatitics Every Every
> @ KeyStore [7)5YS_BPRE_ALERTS 0 Aert_Clearup Every Every
@ Policies (7 SYS_EXPORT_ARCHIVE _UTLLIZAT... 0 Exportarchiveltization Every Every
71 Reports [ S¥5_EXPORT ] 0 Exqo Every Every
=2 Storage Tiers (7 5Y5_MIGRATE_ATTRIBUTES 0 AttribAtrMigration -t 10 migrate nul 60 Every 0
8 Users and Groups (') 5YS_REFRESH_ARCHIVE 0 Refresh_Archive_Info Every Every
%, Utiities ey oo i i _ . P -
> % Configuration o
T Messages
Messages
Job instance 37 started on Tue May 16 11:24:08 2023
IMPORTANT: about to mount server WORM on host Tocalhost, port 0, mount point /views_hs
THPORTANT: about to mount server CDROW on host localhost, port 0, mount point /views_hs
THPORTANT: reading jobs for poo] s3archive pacificPoo
THPORTANT: done reading jobs after 0 seconds
THPORTANT: start copying 3 documents
THPORTANT: 3 documents(2 Mb) copied in 1 seconds|
TMPORTANT: the following G5 volumes were written: s3volume
Job finished on Tue May 16 11:24:14 2023

2.4 The folder structure in the storage is the same as that in the local buffer.

Share WView

&~ v s Mew Volume (E) » Buffer » 00 » 00 » 00 »

Name Date modified Type Size
7 Quick access
000000C2 5/16/2023 11:24 AM  File folder
[ Desktop » oy ;
000000CS 5/16/2023 11:24 AM  File folder
¥ Downloads  # 00DDDOCA 5/16/2023 11:24 AM  File folder
Documents b4
[&=] Pictures »
CA
conf
[2] S3 Browser 10.8.1 - Free Version (for non-commercial use only) (Administrator) - O X
Accounts Buckets Files Tools UpgradetoPro! Help
& New bucket $& Delete bucket Path: / s3volume/ 2023/ 05/ 16/ 18/ |25ce328a/ S B Y0
{_| otbucket Name Size Type Last Modified
=
=] gkpq iy5ih bs-00_00_00_000000C8/
=] 4egiySihqasadebooobs-00_00_00_000000CS/
[} asaahhtqbwwiySihg booobs-00_00_00_000000CA/

<

Download

éU\ d
pload ~

Properties Preview Versions Eventlog

[y
Delete [E New Folder | - Refresh
&

Tasks Permissions Headers Tags

URL:  http://otbucket.hwobs.com/

0 files (0 bytes) and 3 folder

(51 copy

‘ Property Value

2.5 The files have been written into the storage successfully.
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[ 53 Browser 10.8.1 - Free Version (for non-commercial use only) (Administrator) - D X

Accounts  Buckets Files Teools UpgradetoPro! Help

& New bucket $€ Delete bucket _ Path: / s3volume/ 2023/ 05/ 16/ 18/ 25ce328a/ |asaacgkpqvmwiySihg boook ,oo,oo,oooooocs.f| LB TE
-i_| otbucket Name Size Type Last Modified
- |
] 000X000.000;1 27bytes 000;1 File 5/16/2023 11:34:
ATTRIBATR 361 bytes ATRFile 5/16/2023 11:34:
< >
Upload ~ Download Delete [ i New Folder | - Refresh Ziesl(Es3byise)an giokdes
&> 57

Tasks (1) Permissions Headers Tags Properies Preview Versions Eventlog

URL:  http://otbucket.hwobs.com/ (3 copy
Property Value &
Owner opentext (000001882237CEBE011EFAF8B27F 793A)
Name otbucket
Creation date 5/16/2023 9:42:13 AM

Test Conclusion Passed

2.3 Retrieve archived files from the storage through the archive server

Test Purpose To verify that archived files can be retrieved from the storage through the archive server.
Test Networking Storage and Archive Server Test Networking
1. The administration client, archive server, and SQL database have been deployed and
configured successfully.
2. The S3 services of the storage have been configured successfully, including accounts,
Prerequisites namespace, access certificates, security certificates, and service networks.

3. The storage has been added to the archive server successfully.

4.  Some files (original files) have been archived to the storage successfully and the docids
have been recorded.

Test Procedure

1. Run related Purge job to clean the archive server’s local buffer. And check the files in the
archive server’s local buffer.

2.  Prepare a destination directory for retrieving files.

3. In the archive server, retrieve the archived files from the storage to the destination
directory.

4.  Check the consistency of the retrieved files and original files.

1. Instep 1, the files in the archive server’s local buffer are cleared successfully.

Expected Result 2. Instep 2, the files are retrieved to the destination directory successfully.
In step 3, the retrieved files and original files are consistent.
Prerequisites
The docids have been recorded while archiving the files.
Test Results

e:\TestFiles|files.txt

docid = 'aaaacgkpgqvmwiySihqaaaaebooobs'
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e:\TestFiles\TestDoc.docx
docid = 'aaaaenwbtdegiySihgaaadebooobs’
e:\TestFiles\02-3_Linux_useful command 0 40.avi

docid = 'aaaahhtqvbwwiySihqaaahmbooobs'

Test Result

1. Run related Purge job to clean the archive server’s local buffer. And check the files in the
archive server’s local buffer.

1.1 Before running the job, folder ‘00’ is in the local buffer.

I [ = | Buffe
Home Share View
&« v » Mew Volume (E5) » Buffer
ol A

MName Date modified Type
7 Quick access

.ch 3/16/2023 11:15 AM  File folder
[ Desktop 9 . '
00 3/16/2023 11:15 AM  File folder
‘_' Downloads [ ._ds.tmp_ DS TMP_ File
= Documents [ archivevdf g VDF File
&= Pictures Ij INFO 5/16/2023 11:05 AM  File
A Buffer Properties X
conf
a1 packages General Sharng Securty Previous Viersions  Customize
oG
root Buffer
ar 3 This PC
| ) Type: File folder
8 DVD Drive (D:) 555_X¢
Location: E
- & Local Disk (C) Size: 2.25 ME (2,369,017 bytes)
nt - MNew Volume (E2) Size on disk: 226 MB (2,371,584 bytes)
n% =¥ Network Contains: 13 Files, 8 Folders
3
g |
21 Created: Wednesday, May 10, 2023, 8:39:19 AM
g
1 Attributes: [m] Read-only {Only applies to files in folder)
[ Hidden Advanced...
5 items

1.2 Change Min. free space to ‘100%’ in related buffer properties, so that the data can be
purged immediately for testing purposes.
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File Action
@B

View Help

3 Shared Services
v B 844.156.25:8080
Archive Server
s 1 Infrastructure
3 Buffers
/A Caches
@ Disk Volumes
& Storage Devices
v & Archives
~ & Original Archives
W s3archive
& Replicated Archives
&, External Archives
@) Envirenment
~ B System
£ Alerts
P Events and Netifications
[7] Jobs
& Key Store
@ Policies
71 Reports
=2 Storage Tiers
£3 Users and Groups
A, Utilities
4 Configuration

1.3 Start the purge job.

VO 544 1903 BUSY
~ [& Archive Server
v I Infrastructure
@ Buffers
/ Caches
3 Disk Volumes
@ Storage Devices
v & Archives
~ & Original Archives
W@ s3archive
& Replicated Archives
& External Archives
@ Environment
v B System
5 Alerts
£ Events and Notifications
[7] Jobs
& Key Store
@ Policies
1 Reports
=3 Storage Tiers
L8 Users and Groups
. Utilities
& Configuration

3 Buffers
Original Disk Buffers  Replicated Disk Buffers
Original Buffer Name

@ s3localBuffer

Min, Free Space (%)

Days in Buffer
30 disabled

Cache Documents

s3localBuffer (8.44.156.25:8080) - Properties x
General
j Disk Buffer
Disk buffer name: |s34ucaIBuHer |
Disk Buffer Purge Configuration
Burge job: [purge_s3ocalBuffer |
Min.free space: 10013 %
[1 Purge documents olderthan |0 < | days
[] Cache documerts befars purging
[ Verfy documents by checksums i checksums ars at least 0 = | bislong
Number of threads: |3 |£
How do | schedule a purgs job?
Offiine
Cancel Help
Jobs  Protocol
[T scheduler is running
Job Name: Instances Command Months Days Days of Week
[7) Compress_Storm_Statistics 0 compress_storm_statistics Every Every
[TDelete_Empty_Volumes 0 delete_empty_volumes Every 0
[7) Local_Badkup 0 backup Every Every
[ Organize_Accounting_Data 0 organizeAccData Every Every
[T Pooliwrite_s3archive_pacificPool 0 \Write_GS s3archive pacificPool Every Every
[T Purge _Expired 0

bu
[ 5ave_Storm_Files
[ Synchronize_Replicates
[Ty5YS_BILLING_REFORT

(755 _CLEANUP_ADMAUDIT

[*7) SYS_CLEANUP_EXPORTS

[T SYS_CLEANUP_PROTOCOL

[T SYS_CONDENSE _STATISTICS
[T)SYS_EXPIRE_ALERTS

[T 5¥5_EXPORT_ARCHIVE_UTILIZAT...
[T 5YS_EXPORT_TRANSACTIONLOG
[T 5YS_MIGRATE_ATTRIBUTES

[T SYS_REFRESH_ARCHIVE

[y Messages

Messages

rcooocococoooooo

save_storm_files
synchronize
ReportailingData
Audit_Sweeper
CleanupExports
Protocal_Sweeper
CompressStatistics
Alert_Cleanup
ExportArchivelltiization
ExportTransactionlog
AttribAtrMigration -t 10 migrate nul 50
Refresh_Archive_Info

Every
Every
Every
Every
Every
Every
Every
Every
Every
Every
Every
Every

Every
Every
Every

Every
Every
Every
Every
Every
Every

Every

1.4 The folder ‘00’ in the Archive Server local buffer has been removed.

Job instance 38 started on Tue May 16 11:29:05 2023

dsHdskRm

IMPORTANT :
IMPORTANT :
IMPORTANT :
IMPORTANT :

-1 100 -t 3 -x 0 -p s3localBuffer
about to mount server WORM

working on pool s3localBuffer
working en volume localdisk

IMPORTANT :
IMPORTANT :
IMPORTANT :
IMPORTANT :

free blocks of volume
work on volume localdisk completed
work on pool s3localBuffer completed

Job finished on Tue May 16 11:29:10 2023

deleted 3 components from 3 documents, approx. 2.3 MB
it program start 200023.0 MB, now 200025.3 M8,

on host Tocalhost, port 0, mount point fviews_hs
about to mount_server CDROM on host localhost, port 0, mount point /views_hs

difference 2.3 M8
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Home Share View

& v » MNew Volume (E:) » Buffer
-
MName Date modified Type
| # Quick access
.ch 5/16/2023 11:15 AM  File folder
I Desktop P X e o :
D ._ds_tmp__ 5/16/2023 11:06 AM  _DS_TMP__File
¥ Downloads  # [ archivevdf 5/16/2023 11:05AM  VDF File
| Documents  # 7 |nFo 5/16/2023 11:05AM  File
&= Pictures b
ch Buffer Properties *
conf General  Sharng  Securty Previous Versions  Customize
i[ packages
3 Buffer
root
"| & ThispC Type: File folder
58 DVD Drive (D:) S85_X¢ Location: BN

| . Local Disk (C) Size: 157 bytes (157 bytes)

bi Size ondisk: 0bytes

- Mew Volume (E:)
| Contains: 4 Files, 2 Folders

;_ |_j MNetwork
i'l Created: Wednesday, May 10, 2023, 8:35:19 AM
3
£ Attributes: [m] Read-only {Only applies to files in folder)
| [ Hidden Advanced...
Ll
4 items

Cancel Foly

2. Create a new folder in the local disk as the destination directory for retrieving files.

| B = | Restore
Home Share View

ning
. = v A » NewVolume (E) » Restore
Stat Name Date modified Type Size
dlume 7 Quick access
This folder is empty.

rting_I [ Desktop - Pty
live_pl ; Downloads -

£ D 1t
or D ocuments *
5 | Pictures -
icate: CA
PORT
omal canf

3. In the archive server, retrieve the archived files with the docids recorded earlier from the
storage to the destination directory.
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“ Home Share View

« v » Mew Volume (E:) » Restore |0 Se
MName Date modified Type Size
= 3 Quick access

I Deskto
[ P restoredoc.doce

P & Downloads

|E| restoreavi.avi 04 PM Video Clip 99 KB
PM Office Open XML ... 4 KB

restorefile.bd Text Document 1KB

| Documents

| Pictures

B E¥ Administrator: C:\Windows'System32\cmd.exe - dsh -h localhost - C

4. The MDS5 value of the retrieved files and original files are the same. That indicates the
retrieved files and original files are consistent.

Test Conclusion

Passed
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2.4 Retention Period Testing

To verify that the retention period is supported when the storage is used as S3 target storage of

Test Purpose the archive server.

Test Networking | Storage and Archive Server Test Networking
1. The administration client, archive server, and SQL database have been deployed and
configured successfully.

Prerequisites 2. The S3 services of the storage have been configured successfully, including accounts,

namespace, access certificates, security certificates, and service networks.

3. The storage has been added to the archive server successfully.

1. On the administration client, set a retention period for the archive.

2. Archive files to the storage.
Test Procedure 3. Check the headers of the archived files on the storage.

4. Delete the archived files within the retention period on the storage.

5. Delete the archived files after the retention period expires on the storage.

1. Instep 1, succeeded to set the retention period for the archive.

2. In step 3, the headers of the archived files show that the files are Read-only.
Expected Result ) ) o ) )

3. Instep 4, fail to delete the archived files within the retention period.

4. Instep 5, succeed to delete the archived files after the retention period expires.

Prerequisites

Prel Configuration of the storage

Prel.1 Create a new bucket with WORM enabled and set the worm policy mode to None, so that

the storage will use the retention period set by the archive server through the S3 interface.

WORM
Test Results -
* Policy Mode (@ None A
None: indicates no default policy. Automatic lacking is not supported, and manual locking using object interfaces is required

Enterprise: indicates an enterprise-level default policy. Automatic locking is supported
Compliance: During the retention period, common users and system administrators cannot modify, delete, or rename files. After the retention period
expires, common users and system administrators cannot modify or rename files, and common users can but system administrators cannot delete files.

Standard SmartCompression (2)

Cancel

Prel.2 In the S3 browser check the S3 worm bucket created in the previous step.
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D S3 Browser 10.8.1 - Free Version (for non-commercial use only) (Administrator)

(Y Hd Accounts Buckets Files Tools UpgradetoPro! Help
&P New bucket $€ Delete bucket Path:
Find
E ] otbucket Name Size Type
= otworm|
Networ|
@ Stg
% Eth
<
LY N
@ Dj d Upload ~ Download Delete ENEW Folder |_‘7
= Tasks Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://otworm.hwobs.com/
8 er Property Value
Owner opentext (000001882237C6BE011EFAF8B27F793A)
Name otworm
Creation date 5/16/2023 5:07:07 PM
Location Default Region (defaultRegion)
Total objects loading..
Total files loading..
Pre2 Configuration of the archive server
Pre2.1 Add a new connection with the S3 worm bucket created earlier.
File Action View Help
| xE  BE
Shared Services & Storage Devices
w [ B.44156.25:0080 promms
v E Archive Server rage Devices U:\ava\lab\e\!ﬂ\umas
v x Infrastructure Storage Device Name Storage Type Connected ... Status
3 Buffers o padific Simple Storage ... Generalized... Enabled
A\ Caches
T Disk Volumes
& Storage Devices
~ & Archives Add Connectien x
~ & Original Archives
@ sdarchive Bucket ‘MWDm |
@ worm =
& Replicated Archives Begion
& Btemal Archives Accesskey: + [CB320CA12237C34DC3C3 | | gt secret Key..
@ Environment
~ i System oK
£ Events and Notifications
[ Jobs
& Key Store
@ Policies oK Cancel Help
7 Reports
=3 Storage Tiers
8 Users and Groups
%, Utilities
4 Configuration # pacific
Connections
" Mumber En. Sta.. VolumeName Capacity (MB) Free (MB) Base Directory Bucket Region
1 v - s3volume 8333808 8333808 padific/1/s3volume otbucket defaultfeg

Pre2.2 Initialize a new volume.
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Action  View Help

File
X AR n

[ shared Services
v G 844.156.25:3080
~ [ Archive Server
v W7 Infrastructure
@ Buffers
/\ Caches
B Disk Volumes
& Storage Devices
v % Archives
v & Original Archives
W s3archive
@ worm
& Replicated Archives
& External Archives
@ Environment
v B¢ System
& Alerts
£ Events and Notifications
[} Jobs
& Key Store
@ Policies
1 Reports
=3 Storage Tiers
£8 Users and Groups
& Utilities
< Configuration

& padific
Connections
En...

Nurmber Sta...

1w -

Volume Name:

s3volume

@ Storage Devices
Storage Devices  Unavailable Volumes
Storage Device Name

¥ padific

Storage Type Connected ...

Simple Storage ... Generalized...

Status
Enabled

Initialize Velume

Volume name: womvolume]

Cancel Help

i pacific
Connections

Number  En...

Capacity (ME)
8383608

Sta...

Capacity (MB)
8388508

Volume Name

s3volume

Free (MB)
8388608

Base Directory

pacdific/1/s3volume

Free (MB)
8388608

Base Directory Bucket Reg
pacific/1/s3volume otbucket def
otworm defi

Region Access Key
defaultRegion CB320C412237C940C3C3

&= &=

hared Services
v @ 844.156.25:8080
v [E) Archive Server
~ I Infrastructure
' Buffers
% Caches
" Disk Volumes
& Storage Devices
v & Archives
~ & Original Archives
@ s3archive
& Replicated Archives
& Extemal Archives
@ Environment
~ I System
& Alerts
£ Events and Motifications
[} Jobs
& Key Store
@ Policies
1 Reports
=2 Storage Tiers
L8 Users and Groups
. Utilities
4 Configuration

# Disk Volumes

-
Volume Name Capacity (MB) Mount Path Used As Where Used Replicate
dlocaldisk 204669 E:xfBuffer buffer s3localfuffer

e X

General

Volume name: - [womdisk |

Mourt path: *  [E:\Worm_Buffer | Browse..

The Tomeat service must be able to aceess the path, More infomation

Volume class: Hard Disk v

' [4 || = | Worm_Buffer

Home Share View
- « 4 [ NewVolume (E) > Worm_Buffer
~
Name Date modified Type Size

3 Quick access

[ Desktop »
& Downloads o
[5 Documents  #

This folder is empty.

Pre2.4 Create a new disk buffer and attach the local disk volume created in the previous step.
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E! OpenText Administration Client
File Action View Help

|5

Shared Services
v @ 8.44.156.25:8080
~ & Archive Server
~ I Infrastructure
4 Buffers
/\ Caches
# Disk Volumes
& Storage Devices
v & Archives
~ & Original Archives
W sdarchive
> & Replicated Archives
s & External Archives
> @ Environment
v B System
5 Alerts
£ Events and Notifications
[ Jobs
> @ Key Store
& Policies
1 Reports
=3 Storage Tiers
&8 Users and Groups
A, Utilities
» ‘g Configuration

E!] OpenText Administration Client
File  Action

bl AR

View Help

3 Buffers

Original Disk Buffers Replicated Disk Buffers

Crignal Buffer Name Min, Free Space (%)
3 s3ocaluffer 100

Days in Buffer
disabled

Cache Documents

MNew Original Disk Buffer

General

P General Disk buffer name: =

Information Disk Buffer Purge Configuration

Purge job: - [purge_s3wormbuffer

Min.free space: (30 5 %

[ Purge documents olderthan |0 3| days

[] Cache documents before purging

[ Verify documents by checksums if checksums are at least |0 =

Number of threads:  [3 |5

How do | schedule a purge job?

Help < Back

bits long

Cancel

ppadty (MB]

Shared Services
v [l B.44,156.25:3080
~ [ Archive Server
~ W Infrastructure
4 Buffers
/\ Caches
% Disk Volumes
o Storage Devices
v & Archives
~ & Original Archives
@ s3archive
> &% Replicated Archives
> oy External Archives
> @ Environment
~v I System
L Alerts
# Events and Notifications
[T Jobs
& KeyStore
& Policies
71 Reports
=3 Storage Tiers
£8 Users and Groups
i Utilities
> 4 Configuration

3 Buffers
Original Disk Buffers Replicated Disk Buffers
Original Buffer Name Min. Free Space (%)

13 s3localBuffer 100
13 s3wormbuffer 30

Days in Buffer

disabled
disabled

Cache Documents

Attach Volume

Volume Name

iwormdisk

3 s3wormbuffer

Volumes  where Used

ra

Volume Name Type

Pre2.5 Create a new archive.

Capacity (
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E OpenText Administration Client
File Action View Help

x| nm BE

[ shared Services
v [l 8.44.156.25:3080
w [F] Archive Server
~ 1 Infrastructure
3 Buffers
3 Caches
% Disk Volumes
& Storage Devices
~ & Archives
~ & Original Archives
W s3archive
> &% Replicated Archives
>y External Archives
> @ Environment
~ B System
5, Alerts

[T Jobs

J Key Store

& Policies

71 Reports

=32 Storage Tiers

§° Usersand Groups
. Utilities

> g Cenfiguration

v

& Original Archives
~

Archive Mame

a s3archive 1

No. of Pools

Cache Enabled Cache

«Global Cache»

System Key ID

MNew Archive

X

P Events and Notifications

General
E General

Summary
Description

Help

Archive name

v

BE |wurm|

What are the naming rules for archives?

« Back

Cancel

Pre2.6 Create a new pool in Single file (VI) type and select the disk buffer created earlier.

Ea OpenText Administration Client
File  Action

L ke AN

View Help

Desai

E Shared Services
~ [f4 8.44.156.25:23080
v Archive Server
~ T Infrastructure
|3 Buffers
3 Caches
% Disk Volumes
& Storage Devices
v & Archives
~ o Original Archives
W@ s3archive
W worm

> iy External Archives
> @ Environment
~ i System
5 Alerts

) Jobs
> & Key Store
@ Policies
1 Reports
=3 Storage Tiers
&% Users and Groups
% Utilities
> g Configuration

~
Archive Name

& Original Archives

No. of Pools

s3archive 1
]

. worm 1]

Cache Enabled Cache

<Global Cache >
<Global Cache >

System Key ID

New Pool

General

' g

> & Replicated Archives

¥ Events and Notifications

Pool name: = |wnrmpno\|

What are the naming rules for pools?
Pool type () Single file (FS)

Use this pool type to write single documents through the disk buffer to extemal file

systems (HSM, NAS)

() White at-once (150)

Use this pool type to write 150 images to CAS. SAN, NAS or extemal file systems

® Single file (V1)

Use this pool type to write single documents to extemal storage by a vendor interfface

(G5 scenario)

() Write through (HDSK)

Use this pool type to write single documents files) to your local hard disk volumes
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File Action View Help

| H
Shared Services @ worm
~ i 844156.25:8080
Pools  Certificates  Cache Servers  Server Priorities
~ [& Archive Server b
v 1 Infrastructure Pool Name Type Default  Storage Tier Buffer Storage Device
3 Buffers @ wormpoal Single file (vI) v sJocalBuffer -
A\ Caches
& Disk Volumes wormpaol (2.44.156.25:8020) - Properties b3
& Storage Devices
v & Archives General
v & Original Archives ]
W s3archive !g Single File (V1) Pool
W@ worm
& Replicated Archives Storage Selection
& External Archives
@ Environment Sorage ter <Nane> i
v i System How can | create 3 storags tier?
5 Alerts Buffering
£ Events and Notifications
[T) Jobs Used disk buffer: sIwormbuffer ~
g Key Store How can | creste 2 disk buffer?
Policies
Wit
7 Reports 9
=g Storage Tiers Write job: PoolWrte_worm_wormpool
U d G
8 Users and Groups How can | change a wiite job?
%, Utilities
~ &4 Configuration € Documents written in parallel: |5 -
i Archive Server How can | back up the storage system?
Unsaved (MB)  Ful Modified Locked Write
0
Help me corfigure the pool
Gorea | [ b
Pre2.7 Attach the volume created earlier.
5] OpenText Administration Client
File Action View Help
=2 Bm
[ shared services @ worm
v & 844.156.25:2080
Pools  Certificates Cache Servers Server Priorities
v [ Archive Server o
~ T Infrastructure Pool Name Type Default  Storage Tier Buffer Storage Device
3 Buffers @ wormpool Single file (V1) v s3wormbuffer B
/\ Caches
B Disk Volumes
o Storage Devices
v & Archives
~ & Original Archives
@ s3archive
worm
& Replicated Archives
& External Archives
@ Environment
~ g System
4 Alerts
# Events and Notifications
[T} Jobs
& Key Store
@ Policies
1 Reports
=3 Storage Tiers
8 Users and Groups
A, Utilities
~ {4 Configuration 3 wormpool
i Archive Server Volumes
Volume Name Type Priority Capacity (MB) Free (MB) Unsaved (ME) Ful Modified Locked Write Locked Offiine Las

Test Result

1. On the administration client, set the retention period to 1 day in archive properties.
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&

File Action View Help
=5 HE

5] shared Services
v B 8.44.156.25:8080
~ [ Archive Server
~ W Infrastructure
3 Buffers
/A Caches
& Dick Volumes
o Storage Devices
~ & Archives
~ & Original Archives
@ s3archive
W@ worm
& Replicated Archives
oy External Archives
@ Environment
v i System
& Alerts
¥ Events and Notifications
™ Jobs
& Key Store
& Policies
" Reports
a2 Storage Tiers
8 Users and Groups
e Utilities
‘44 Configuration

@ worm

Pools  Certficates  Cache Servers  Server Priorities

Pool Name Type Default Storage Tier
% wormpool Single file (VI} v

Buffer Storage Device
s3localBuffer

worm (3.44,156.25:8080] - Properties

General Securty Setings Retention  Timestamps

Default Settings

() N retertion
() No reterttion - read-only

®);fetention period of ;|1 S

rent retention

O Irfinite retertion

Purge
[ Destroy {unrecoverable)

Auto delste

Auto delete after expiration

[ox ]

€ Modifications made to these settings apply only to documents archived after change.

Cancel Help

Unsaved (ME) Full
1]

2. Archive files to the storage.

2.1 Write the test files to the archive server’s local buffer.

\wormfile.

ubooo

.
bs

2.2 Start the related PoolWrite job to archive the file to the storage.

Modified
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5 OpenText Administration Client
File Action View Help

|
Shared Services M Jobs ]
~ & 8.44.156.25:8080
v [ Archive Server Jbs - protocal
W Infrastructure [ Scheduler is running
& Archives Job Name Instances Command Months Days Days of Week Hours Minutes Previous Job Q
@ Environment () Compress_Storm_Statistics 0 compress_storm_statistics Every Every 3 0
v % System [ Delete_Empty_volumes 0 delete_empty_volumes Every 0 3 0
i Alerts [ Local_Backup 0 backp Every Every 1 [l
P Events and Notifications [*7) Organize_Accounting_Data 0 organizeAccDate Every Every 23 0
() Jobs () Poolwirite_s3archive_pacificool GS s3archive pacificPool Every Every Every 0
& Key Store
@ Policies (7] Purge_Expired 0 purge_expired Every 0 23 0
# Reports [*7) purge_s3ocalpuffer 0 Purge_Buffer s3ocalBuffer Every. Every Every 0
=@ Storage Tiers () purge_s3wormbuffer 0 Purge_Buffer s3wormbuffer Every Every Every 0
S5 Users and Groups [ Save_Storm_Files 0 save_storm_fles Every Every 4 0
& Utilties [*7) Synchronize_Replicates 0 synchronize Every Every 5 )
* [ 5Y5_BILLING_REPCRT 0 ReportBilingData Every Every 23 57
% Configuration
mSYE,CLEANUP,ADMAUD]T 0 Audit_Sweeper Every 3 23 30
[T 5Y5_CLEANUP_EXPORTS, 0 CleanupExports Every Every 23 32
() SYS_CLEANUP_PROTOCOL 0 Protocol_Sweeper Every Every 23 0
mSYE,CDNDENSE,FI'AﬂFHCE 0 CompressStatistics Every Every Every 15
[T SYS_EXPIRE_ALERTS 0 Alert_Cleanup Every Every 23 0
[ 5Y5_EXPORT_ARCHIVE_UTILIZAT.. 0 ExportarchiveUtlization Every Every ) 20
CRsrs PR TRANSACTION.0 0 ExortiransactonLog ey Evry vy 0,15,30,45 .
< >
[ Messages 1ltem
Messages
Job instance 89 started on Wed May 17 18:46:05 2023
IMPORTANT: about to mount server WORM on host Tocalhost, port 0, mount point /views_hs
about to mount server COROM on host localhost, port 0, mount point /views_hs
reading jobs for pool worm_wormpool
one reading jobs after 0 seconds
start copying 1 documents
1 documents (0 Mb) copied in 1 seconds
: the following G5 volumes were written: wormvolume
Job finished on Wed May 17 18:46:11 2023
(2] 52 Browser 10.8.1 - Free Version (for non-commercial use only) (Administrator)
Accounts  Buckets Files Tools UpgradetoPre! Help
ofp New bucket $§ Delete bucket % Refresh Path: / wormvolume/ 2023/ 05/ 17/ 10/ 29513018/
{2 otbucket Name Size Type LastModified Stora

| otworm [
[55233bo2g13Idgiy5ihgaogiuboaobs-00_00_00_000000DC/

— — 0 X
| ) plosd - [ £, Download % Delete @ NewFolder |- Refresh
| L i

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

URL:  http://otworm.hwobs.com/wormvolume/2023/05/17/10/29513018/aaabo2g13ldgiySihqaogiubooobs-00_00_00_000000DC/

Header Value Rez
x-amz-requestid 082¢811f168423403097300006742000 Yes
x-reserved amazon, aws and amazon web services are trad ks or dtrad ks of Amazon Technologies. Inc No

x-amz-storage-class STANDARD No

x-amz-id-2 32AAAQAAEAABAAAQAAEAABAAAQAAEAABCSVG2w+OMPvaBFljYOjemjSHNeGeMI7h Yes
Accept-Ranges bytes Yes
Content-Length 0 Yes
Content-Type application/octet-stream Neo

Date Tue, 16 May 2023 10:48:10 GMT Yes
ETag '00C Yes
Last-Modified Tue, 16 May 2023 10:46:41 GMT Yes
Server 0BS Yes
& Add # Edit ete | default hitp headers .. ] Apply for all subfolders and files | </ Apply chan

3. On the S3 browser the headers of the archived files in the storage contain the ‘x-amz-object-
lock-retain-until-date” and the value is 2023-05-18T10:45:50.
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(] 53 Browser 10.8.1 - Free Version (for non-commercial use only) (Administrator) - [u] b3
Buckets Files Tools UpgradetoProl  Help
s New bucket 3¢ Delete bucket 52 Refresh Pathi / wormvolume/ 2023/ 05/ 17/ 10/ 2951301/ [aaabo2g13ldgiySingaoqiubooobs-00_00_00_000000DC/ | VA=A
il otbucket Name Size Type Last Modified Storage Class
] otworm -
1 000X000.013;1 22bytes 013;1 File 5/16/20236:46:41PM_ STANDARD
[B[ATTRIBATR ATR File 5/16/2023 64641 PM | STANDARD

2\ Upload Download [ Delet Mew Fold
- Uplozd ~ ownloa elete | o] New Folder
t E 4 b4

Tasks(1) Permissions Headers Tags Properties Preview Versions Eventlog

URL:  http://otworm.hwobs.com/wormvolume/2023/05/17/10/29513018/aaabo2g13ldgiySihqacqiubooobs-00_00_00_000000DC/ATTRIB.ATR (5 Copy
Header Value Read-only A
x-amz-request-id 082¢811f168423411036000006 760000 Yes

xreserved amazan, aws and amazon web services are trademarks of regi of Amazon T Inc No
X-amz-meta-version 1620 No
x-amz-meta-product OpenText Archive Server No
x-amz-meta-vendor Open Text Corporation No

x-amz-meta-host otserve2s No
x-amz-objectlock-mode COMPLIANCE Yes
x-amz-objectlock-retain-until-date 2023-05-18T10:45:50 Yes
x-amz-objectlock-legal-hold OFF Yes
x-amz-storage-class STANDARD No

x-amz-id-2 32AAAQAAEAABAAAQAAEAABAAAQAAEAABCS 3ULsXizgD12iTYSGdJygNdJ/kWASI Yes

AcceptRanges bytes Yes

i r ron &
Padd | A Edi Delete | default http headers .. <7 Apply changes " ' | -2 Reload

4. The archived files could not be deleted within the retention period (2023-05-18 10:45:50

UTC+0/2023-05-18 18:45:50 UTC+8).
4.1 The WORM clock in the storage is within the retention period.

»
OceanStor Pacific Resources Monitor Data Protection Cluster Settings

Settings WORM Settings
WORM Clock
ﬁ@ Object Service Settings v
E Share Settings WORM Clock 2023-05-18 16:31:13 UTC+08:00
@ Data Security -

WORM Settings

4.2 Files could not be deleted.

Accounts Buckets Files Took  UpgradetoProl  Help

e New bucket 3 Deletebuckel 2 Refesh Path | wormvohume! 202 03/ 17/ 10 29511010 [sssbodgHidgiyShqeesiubesche-00_00,00,0000000C/ | Z0Y0E
] otbuckst Mama Sze Type LastModified Swrage Class
atest o
2 oworm -
wormbucket ] 000XD00.013:1 22bytes 011 File 516202364641 PM  STANDARD
oL JATTRIBATR 580 bytes ATR File 5/16/20236:4641 PM  STANDARD
Uplosd + Downlosd Dele ] New Folder g Refresh LR -
= £ e Ll ]

Tasks(2) Pemissions Headers Tags Properies Preview Versions Eventlog

o . Prog. Stas
Failed - AccessDenied Operation nat pemitted

b 1 00_00_D0DOOCE/ID0X000.003.1
>

Failed - System Exception: Bulk delete failed, Seme fles could not be deleted, Pleas

Tasks(2) Pemissions Headers Tags Properties Preview Versions Eventlog

@[] [2023-05-18 16:24:53] received for /05/17/10/2951 1 _00_00_0000000C 0131 TaskiD: 49494
@[] [2023-05-18 16:25:11] Bulk delete 2 files TaskiD: 49497

0_00_00_000000DC/ATTRIBATR: Internal Errorwormvolume,
) [W] [2023-05-18 16:25.11] System Exception: Bulk delete failed. Some files could not be delsted. Please check logs for more details atte Do() atig.c(ia bow) TaskiD: 49497

@)[1] [2023-05-18 16:25:12] 2 files could not be deleted /05/17/10/29513018/aaabo2g1 i booobs-00_00_00_000000DC/ATTRIBATR: Internal Errorwormvolume/2023/05/17/10.
/5 [W] [2023-05-18 16:25:12] 2 files could not be deleted: 105/17/10/2951 1 )_00_00_000000DC/ATTRIBATR: Intemal Errorwormyolume/2023/05/17.
£ [W] [2023-05-18 16:25:12] System Exception: Bulk delete failed. Some files could notbe deleted. Please check logs for more details atteDo{) atig.c(ia bow) TaskiD: 49497

@[1] [2023-05-18 16:25:13] 2 files could not be deleted /0511771072951 1 _00_00_DO000ODC/ATTRIBATR: Intemal Errorwormvolume/2023/05/17/10.
£ [W] [2023-05-18 16:25:13] 2 files could not be deleted: 05/17/10/2951 1 gaog )_00_00_000000DC/ATTRIBATR: Intemal Errorwormyolume/2023/05/17.
£ W] [2023-05-18 16:25:13] System Exception: Bulk delete failed. Some files could notbe deleted. Please check logs for more details atte Do{) atig.clia bew) TaskiD: 49497

@[1] [2023-05-18 16:25:14] 2 files could not be deleted /0511771072951 1 _00_00_D0000ODC/ATTRIBATR: Intemal Errorwormvolume/2023/05/17/10.
/B [W] [2023-05-18 16:25:14] 2 files could not be deleted: 105/17/10/2951 1 00_00_00_000000DC/ATTRIBATR: Interal Errorwormvolume/2023/05/17/.

£\ [W] [2023-05-18 16:25:14] System Exception: Bulk delete failed. Some files could notbe deleted. Please check logs for more details atteDo() atig.c(ia bew) TaskiD: 49497
(@)[1] [2023-05-18 16:25:15] Task stopped (maximum number of relry attempts reached) TaskiD: 49497
4 [W] [2023-05-18 16:25:15] Task failed (System Exception: Bulk delete failed. Some files could notbe deleted. Please check logs for more details) TaskiD: 49497
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5. Succeed to delete the archived files after the retention period (2023-05-18 10:45:50 UTC+0/

2023-05-18 18:45:50 UTC+8) expires.

5.1 Check the WORM clock in the storage to make sure the retention period has expired.

OceanStor Pacific Resources Monitor Data Protection Cluster

Settings WORM Settings

WORM Clock
ﬁ@ Object Service Settings A

E Share Settings WORM Clock  2023-05-19 09:47:13 UTC+08:00
@ Data Security -

WORM Settings

5.2 Files could be deleted.

[ 53 Browser 10.8.1 - Free Version (for non-commercial use only) (Administrator)

Accounts Buckets Files Tools UpgradetoPro! Help

b New bucket $€ Delete bucket 27 Refresh Path: / wormvolume/ 2023/ 05/ 17/ 10/ 29513018/ | aaabo2gi3ldgiySihqaogiuboeobs-00_00_00_000000DC/
] otbucket Name Size Type LastMadified
] ottest D
] otworm

~{_] wormbucket

Settings

= ]
Storage Class

% Upload + Download Delete New Folder g Refresh
E F5

Tasks(?) Pemissions Headers Tags Propetties Preview Versions Eventlog

(®[1] [2023-05-18 16:30.06] Collecting files from otwormjwormvolume/2023/05/17/10/ (page 1) TaskiD: 49533

®1[1) [2023-05-18 16:30.06] Successhully collected files from otworm/wormvolume/2023/05/17/10 TaskiD: 49533

@[ [2023-05-18 16:30:06] Total objects: 7 (0 files and 7 folders) 0 bytes (0 bytes)

@1} [2023-05-16 16:30:08] Collecting fles from otworm/wormvolume/2023/05/17/10/29513018/ (page 1) TaskiD: 49534

@)[1) (2023-05-18 16:30:08] Successhully collected files fram otworm/wormvalume/2023/05/17/10/29513018/ TaskiD: 49534

©[1) (2023-05-18 16:30:08] Total objects: 1 (0 files and 1 folders) 0 bytes (0 bytes)

@[] [2023-05-18 16:30:10) Callecting files from otworm/wormvolume/2023/05/17/10/29513018/aaabo2g1 3idgi 00_00_00_000000DC/ (page 1) TaskiD: 49535
@[] (2023-05-18 16:30:10) Suceesshully collected files from otworm/wormvelume/2023/05/17/10/29513018/aaabo2g 13ldgiySihqaoqiubooabs-00_00_00_000000DC/ TaskiD: 49535
(1) [2023-05-18 16:30-10] Total objects: 2 (2 files and 0 folders) 612 bytes (512 bytes)

¥ 1] [2023-05-19 09:38:24) Collecting files from otworm/wormvolume/2023/05/17/10/29513018/aaabo2g1 3idgiy5ihganqiubooabs-00_00_00_0000000C/ (page 1) TaskiD: 55148
¥ [1][2023-05-19 09:38:24) Successfully collected files from ofwom/wommvolume/2023/05/17/10/29513018/aaabo2g13dgiySihgaogiubaoabs-00_00_00_000000DC/ TaskiD: 55148
¥ (1] [2023-05-19 09:38:24) Total objects: 0 (0 files and 0 folders) 0 bytes (0 bytes)

Test Conclusion

Passed
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3 Summary and Conclusion

3.1 Result Summary

Number Test Cases Results
1 Add the storage to the archive server as S3 target storage Passed
2 Archive files to the storage through the archive server Passed
3 Retrieve archived files from the storage through the archive server Passed
4 Retention Period Testing Passed

3.2 Conclusion

All the interoperability test cases were completed. The Huawei OceanStor Pacific Scale-Out Storage supports
connecting to the OpenText Archive Server through the S3 protocol as target storage. The system works as expected for
file archiving, retrieving, and retention period. With regards to the test results, the Huawei OceanStor Pacific Scale-Out

Storage and the OpenText Archive Server are well interoperable.

3.3 Signature

Company Name: Acondistec GmbH

Signature:

ﬂz( Do

Date: May 31, 2023
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