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1 Environment Configuration

1.1 Networking Diagram
Figure 1.1 Storage and Archive Server Test Networking
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Networking Description:
The management network and service network are connected to the Administration client, Archive server, Database
Server, and OceanStor Pacific Scale-Out Storage through switches.



1.2 Hardware and Software Configuration

1.2.1 Storage Configuration

Table 1-1 Huawei storage configuration table

Name Model Version Quantity
Storage Huawei Pacific Scale-Out Storage 8.1.5 1
(Hereinafter referred to as “the storage” as well)
1.2.2 Matching Hardware Configuration
Table 1-2 Hardware Configuration
Name description Quantity
Administration Client Install the OpenText Administration Client software for management. 1
Archive Server Install the OpenText Archive Server software. 1
Install the SQL server and hold the configuration information for
Database Server . 1
OpenText Archive Server.
Ethernet switch Ethernet switches for management networking and service networking. 2
1.2.3 Test Software and Tools
Table 1-3 Test Software and Tool List
Software Name Version Quantity
Administration Client 22.4 1
Archive Server 22.4 1
SQL Server SQL Server 2019 1
Operation System Windows 2019 1
Software Version:
SQL Server:
[ WIHCTOSOTT WUEW UTIVED | ¢ TOT UL JEMVETD WICroOs0TT \orporaticn I L EULS 34 WIS [
|3 Microsoft OLE DB Driver for SQL Server Microsoft Corporation 5/17/2023 11.3MB 18500
|3 Microsoft SOL Server 2012 Native Client Microsoft Corperation 5/17/2023 971 MB  11.4.7462.6
i  Microsoft SOL Server 2019 (64-bit) Microsoft Corpaoration 5/17/2023
|3 Microsoft SOL Server 2019 Setup (English) Microsoft Corporation 5/17/2023 403 MB  15.0.2000.5
3 Microsoft SOL Server 2019 T-S0L Language Service Microsoft Corperation 31772023 9.03MB  15.0.2000.5
-+ Microseft SOL Server Management Studio - 18.9.2 Microsoft Corporation 5/17/2023 275GB 150183860
[ Microsoft Visual C++ 2008 Redistributable - x64 8.0.3...  Microsoft Corporation 372172023 13.2MB  9.0.30729.6161




Windows :

A system

4 E3 5 ControlPanel » System and Security » System

Contral Panel Home ) - .
View basic information about your computer

© Device Manager Windows edition
& Remote settings Windows Server 2019 Datacenter
& Advanced system settings © 2018 Microscft Corporation. Al rights reserved,
System
Processor: Intel(R) Xeon(R) Gold §152 CPU @ 2.10GHz 2.10 GHz (16 processors)
Installed memory (RAM): ~ 32.0 GB
System type: 64-bit Operating System, x64-based processor
Pen and Touch: Mo Pen or Touch Input is available for this Display

Computer name, domain, and workgroup settings
Computer name: otserver2s
Full computer name: otserver?s
Computer description:

Workgroup: WORKGROUP

Windows activation

‘Windows is not activated. Read the Microsoft Software License Terms

Product ID: 00430-00000-00000-AAG%4

Security and Maintenance

Archive Server and Administrator Client

EOpenTextAdministration Client 22.4 Open Text Corporation
E}OpenText Archive Server 22.4 OpenText Corporation
] .. —_- . - -

Huawei OceanStor Pacific Scale-Out Storage:

Oceanstor Pacific R Monitor

Usable Capacity @ Top 5 Storage Pools by Usage

SATA/NL-5AS HDD 52.828 GB/62.156 TB 0082% Usage (%)

100

® ec_poal

v & | Search Control Panel

Windows Server- 2019

) Change settings

571772023
/1772023

Cluster Details

tivate Windows

259MB 224010
BES ME  22.4.0.24



2 Verification

2.1 Add the storage to the archive server as S3 target storage

Test Purpose To verify that the storage can be added to the archive server as S3 target storage.

Test Networking | Storage and Archive Server Test Networking

1. The administration client, archive server, and SQL database have been deployed and

. configured successfully.
Prerequisites

2. The S3 services of the storage have been configured successfully, including accounts,
namespace, access certificates, security certificates, and service networks.

1. On the administration client, add the archive server.
Test Procedure 2. Add the storage to the archive server through the S3 protocol.

Test the connection between the storage and the archive server.

In step 2, succeed to add the storage to the archive server successfully.

Expected Result .
2. Instep 3, the connection test succeeded.
1. On the administration client, add the archive server.
1.1 Input the IP address of the archive server in the Server name field. And input the Port
and Display name. Then click OK.
®
File Action View Help
«=|F B
[ Shared Services Shared Services 0lter
Display name Server Port Protocol  Service Signed in Description
Add Server x
General éﬁ‘}
Serverpame: © (34415626 |
Test Results e

Port 3080 [+
Protocel O hitps (strongly recommended)

@® hitp

Display name: * (3,44 156 26:3080

Service: Archive Center -

Description:

1.2 Sign in to the archive server created in the previous step.




8] OpenText Administration
File Action View Help
&= #nE

Shared Services
i 8.44.156.26:8080 '0‘

Please sign in.

OpenText Administration Client

opentext:| Administration Client ce 224

Server 8.44.156.26
User name
Password

2. Add the storage to the archive server through the S3 protocol.
2.1 Right-click Storage Devices and choose Add Storage Device.

[E] OpenTen Administation Clent
File Action View Help

|2 H

[ shored Senices
v B 844156266080
~ [F] Archive Server
v I Infrastructure

@ Storage Devices
Storage Devices  Unavaiable Vohumes

Storage Devics Name StrsgeType  Comvected .. Status

8 Buffers

\ Caches
» Disk Volumes
& Storage Dy re—
& Archives . s‘h Bl
@ Ervironment SRR
& Sytem Stop Storage Manager
~ G Canfiguistic  Restart Storage Manager
& Archives:
&
Refresh
Help

Add Sterage Device

Stop Storage Mansger

Restart Storage Manager
& Refresh

View

B Her

2.2 Input the Storage Device name, and select Simple Storage Service(S3) as the Storage type.

bt

General

® Before You Begin Storage Device name:; Pacific

¥ General Storage type: Simple Storage Service (53) ~
Settings Storage strategy: Single File
Summary Container File

Which strategy should | choose?

Help

4

certificate exported from the storage as the SSL certificates.

2.3 Input the domain name of the storage in the Service Address field, and choose the RootCA




5]

File Action View Help

=55
Shared Services

v @ 84415626:0080

& Storage Devices

= 2@ BD

[ Shared Services
~ @ 8.44.156.26:3080
~ (& Aechive Server
v 1 Infrastructure
B Buffers
\ Caches
» Disk Volumes
@ Storage Devices
& Archives
3 Ervironment
i System
~ G Configuration
Gy Archive Server

 Storage Devices
Sterage Devices | Unavalable Vokumes
Stovage Device feame

Storage Type

& =
Add Cannection...
Properties
Help

# paciic

Comnectons

" Wmber En.. S Volme Nane

Connected .. Status

Caasty () Fres (v8) Base Drectoey

0 Item:
v [ Archive Server Storage Devices  Unavailable Volumes
~ I Infrastructure Starage Device Name Storage Type Connectsd ... Status
3 Buffers Add Storage Device X
/\ Caches
‘» Disk Volumes
& Storage Devices Settings
2 Archives [
@ Environment
£ System I Betorz fouBegy Service Adress [Pwebs.com |
~ i} Configuration
‘i% Archive Server & General SSL cerficates [E\CA\ca_cert_RooiCA_941282841 ot | [ Bowse.. |
= Settings Bucket Address Style: * |VIRTUAL_HOST_STYLE ~
Summary Signature Version 4 >
0 Items
Help < Back Next > Cancel
2.4 Click Finish to complete Add Storage Device.
Shared Services & Storage Devices 0 Items
~ B2 8.44,156.26:8080
v [E] Archive Server Storage Devices  Unavailable Volumes
~ I Infrastructure Storage Device Name Storage Type Connected ... Status
3 Buffers Add Storage Device x
A\ Caches
& Disk Volumes
& Storage Devices Summary
& Archives |
@ Environment
7 System & Before You Begin Click Finish to create a new device
~ { Configuration
Gy Archive Server L] Device Name Pacific
@ Setings Storage Type: Simple Storage Service (53)
- Storage Strategy: Single Fie
The next step is to add connections for this device.
{Action: Add Connection...)
0 Items
el <Back Cancel
3. Test the connection between the storage and the archive server.
3.1 Right-click the storage device created in the previous step, and choose Add connection.
=) OpenText Adminsstration Client. - [n] X

Actions
Storage Devices
dd Storage Device

Stop Sterage Manages
Restant Storage Mansger
2 Pefresh
View
B Hee
‘Storage Devices
Paific
Add Cannection...

3 Propenies

H Hep

Aesesskay

3.2 Input a name in the Bucket field. Select defaultRegion in the Region field. Input the Access
key and Secret key of the storage.




]

File Action View Help
9| n/m @
Shared Services

~ B2 8.44.156.26:8080
~ [ Archive Server

& Storage Devices 1Ttem

Storage Devices  Unavalable Volumes

~ M1 Infrastructure Storage Device Name Storage Type Cannected ... Status
3 Buffers WP Pacific Simple Storage ... Generalized... Enabled
A\ Caches

% Disk Volumes
& Storage Devices
& Archives

Bucket. otest
& Envionment . loe |
i System Region defaultRegion
~ “ Configuration Access key: = [CB320C412237C34DC3C3 | [set Secrt ey |

G Archive Server

Test Connection

0K Cancel

Set Secret Key X

New Secret Key

0 Items

ity (B} Free (ME) Base Directory Bucket Region Access Key

Cancel

3.3 Click Test Connection and the result is OK.
B

File Action View Help
LX)l 7]

=
Shared Services & Storage Devices i
~ [ 8.44.156.26:3080

~ [ Archive Server

Storage Devices  Unavailable Volumes

v M Infrastructure Storage Device Name Storage Type Comnected ... Status
3 Buffers o Pacific Simple Storage ...  Generalized... Enabled
/\ Caches

3 Disk Volumes
o Storage Devices

:'3 Archives Add Connection b
Environment
iz System
Bucket: ottest
v 4 Configuration e [oe J
& Archive Server Region defautRegion
Access key: + [CB320C412237C34DCACH | | set Secret Key.

[t ] v o

oK Cancel
o Pacific 0 Items
Connections
Nurber En... Sta.. VolumeName Capadity (MB) Free (M5) Base Directory Bucket Region Access Key

Test Conclusion

Passed

2.2 Archive files to the storage through the archive server

Test Purpose

To verify that the archive server can archive files to the storage.

Test Networking

Storage and Archive Server Test Networking

Prerequisites

1.  The administration client, archive server and SQL database have been deployed configured
successfully.

2. The S3 services of the storage have been configured successfully, including accounts,
namespace, access certificates, security certificates, and service networks.

3. The storage has been added to the archive server successfully.




Test Procedure

1. Prepare some files and write the files to the archive server’s local buffer. And check the
files in the archive server’s local buffer.

2. Run related PoolWrite job to write the files in the archive server’s local buffer to the
volumes of the storage. And check the files in the storage.

Expected Result

1. Instep 1, the files are written to the archive server’s local buffer successfully.

2. Instep 2, the files are written to the storage successfully.

Test Results

Prerequisites
Prel Configuration of the storage

Set the trim-slash-switch to true so that the storage allows object name can contain more than
two consecutive directory separators.

Authorized us nly. All
login: Wed May 17 11:

may be monitored and reported.

username
username ["cmd"]

For ex
service_
service_

omuser

omuser "show em general”

only characters in the ASCII format, and the command output supports both characters in the ASCII and UTF-8 formats.

Pre2 Configuration of the archive server

Pre2.1 Initialize a new volume.

Pre2.2 Create a new disk volume in the local disk E:\.

File Action View Help
| 2w B
[ shared services & Storage Devices 1Ttem
v @ 8.44.156.26:3080 ctorageD
rage Devices
« 5] Archive Server o Unavaiable Volumes
v 7 Infrastructure Storage Device Name Storage Type Connected ... Status
3 Buffers o Padfic Simple Storage Generalized...  Enabled
, Caches
& Disk Volumes
o Storage Devices
& Archives
@ Environment
2 System
v 4 Configuration
&4 Archive Server
Initialize Volume X
Voiume name: * [S3volume]
Cancel
i Pacific 1ltem
Connections
Number En... Sta.. Volume Name Capacity (VB) Free (V) Base Directory Bucket Region Access Key
1w - - ottest defaultRegion  CB320C412.
@ Pacific 11tem
Connections
~
Number En... . Valume Name Capadity (MB) Free (MB) Base Directory Region Access Key
53volume Padfic/1/53volume defaultRegion CB320C412...




File Action View Help

|2

Shared Services
v @ 844156.26:8080
~ [7] Archive Server
~ 1 Infrastructure
9 Buffers
A\ Caches
G Disk Volumes
& Storage Devices
& Archives
@ Environment
B System
~ i Configuration
i Archive Server

& Storage Devices

Storage Devices  Unavaiiable Volumes

New Disk Volume

General
Volume name: * [LocalDisk
Mount path: © [E-\Local_Buffer | | Browse

The Tomeat service must be able to access the path. More information

Volume class: Hard Disk

Help L

Cancel

11tem
11tem

(vB) Base Directory Bucket Region Access Key

608 Pacific/1/S3volume ottest. defauliRegion  CB320C412...

Pre2.3 Create a new disk buffer and attach the local disk volume created in the previous step.

File Action View Help

| 7E |

Shared Services
w i 844.156.26:8080
v [ Archive Server
~ T Infrastructure
3 Buffers
A\ Caches
5 Disk Volumes
& Storage Devices
& Archives
@ Environment
¥ System
~ i Configurstion
4 Archive Server

3 Buffers 0Ttems
Original Disk Buffers  Replicated Disk Buffers
Original Buffer Name Min. Free Space (%) Days in Buffer Cache Documents
New Original Disk Buffer X
General
= General Disk buffer name: | { ]
Information Disk Buffer Purge Configurati
Purge job: purge_SJocalBuffer |
Min. free space: (30 {5 %
[ Purge documents olderthan |0 days
[[] Cache documents before purging
[ Verfy documents by cheeksums f checksums are atleast [0 & bitslong
Number of threads:  [3 %
How do | schedie a purge job? Oltems
-apacity (ME) Free (MB) LastBackup
Help <Back Cancel

10




ESY OpenText Administration Client
File Action View Help

&= zE HiE

Shared Services
v G4 8.44.156.26:8080
v [ Archive Server
~ T Infrastructure
3 Buffers
/A Caches
% Disk Volumes
& Storage Devices
& Archives
> @ Environment
> B System
v i Configuration
4 Archive Server

|3 s3localBuffer
Volumes  where Used

~
Volume Mame

3

Original Disk Buffers
Original Buffer Name
3 53localBuffer 30

Buffers
Replicated Disk Buffers
Min, Free space (%) Days in Buffer
disabled

Attach Volume x

Valume Name

Locked

Cancel Help

Ful

Modified Locked Wirite Locked Offline

Pre2.4 Create a new archive.

B

File Acion View Help
|2 m @E

0 shared Services

Cache Documents

Write Locked

Offine Capacity (ME) Free (MB) Last

1Item

Capacity (MB) Free (MB)

153478

Last Backup

~ @ 844156260080
v [@ Archive Server
w T Infrastructure

& oOriginal Archives
archive fame

Mo.ofPock  Cachecrabled  Cache ‘System key D Desaroton

3 Buffers
A Caches
% Disk Volumes
& Storage Devices
v & Archives
& Original Archives
& Replicated Archives
#y Esteral Archives
@ Environment
£ System
« G Configuration
G Archive Server

MNew Archive

General

x

v

Archivename: | Slarchve] ]

Vihat are: the ramming rdes for arc

Descriotion.

Pre2.5 Create a new pool in Single file (VI) type and select the disk buffer created earlier.

Actions.

Original Archives -
@ New Archive..

List Empty Volumes.

Synchronize Servers

Y ]

Relresh

View »

Help

E#] OpenText Administration Client
File  Action

| n

View Help

[ shared services
~ A 8.44.156.26:8080
v [ Archive Server
~ 127 Infrastructure
3 Buffers
/A Caches
3 Disk Volumes
& Storage Devices
~ & Archives
> & Original Archives
> & Replicated Archives
5 & Extemal Archives
> @ Environment
> 0@ System
v i Configuration
iy Archive Server

& original Archives

Fool type

Archive Name No.ofPools  CacheEnabled  Cache
Ws3archive 0 <Global Cache>
New Pool
o
General "];
Pool name: * |

VWhat are the naming nules for pools?

O Single file (FS)

Use this pool type to write single documertts through the disk buffer to extemal file
systems (HSM, NAS)

O Wiite atonee (IS0}
Use this pool type ta write IS0 images ta CAS, SAN. NAS or extemal fie systems
@ Single e [}

Use this pool type to write single documents to extemal storage by a vendor interface
(GS scenario)

O Wite through (HDSK)

Use this pool type to write single documerits ffiles) to your local hard disk volumes

System Key 1D Description

11



B OpenText Administration Client

File Action
L IR

Shared Services

View  Help

& original Archives

v @ 844.156.26:0080

1Item
v [ Archive Server Archive Name No. of Pools Cache Enabled Cache System Key ID Description
v T Infrastructure @ s3archive 0 <Global Cache>
3 Buffers
/\ Caches
@ Disk Volumes New Pool %
& Storage Devices
v & Archives o
> & Original Archives General ‘1>
5 & Replicated Archives
> & Extemal Archives Poolame: *  [LocalPool ]
> @ Environment
> & System What are the naming rules for pools?
v 4 Configuration Pooltype: O Single file (FS)
i Archive Server Use this pool type to write single documents through the disk buffer ta extemal file
systems (HSM, NAS)
O Wite at-once (1S0)
Use this pool type to wrte IS0 images to CAS, SAN, NAS or extemal fle systems
@ Singefile (V)
Use this pool type to wrte single documents to extemal storage by a vendor interface
(GS scenano)
O Wiie through (HDSK)
Use this pool type to wrte single documents files) to your local hard disk valumes
Pre2.6 Attach the volume created earlier.
B8] OpenText Administration Client
File Action View Help
LK AN [ o
[ shared Services @ S3archive e
v @ 844.156.26:0080
Pools  Certificates Cache Servers Server Priorities
~ [ Archive Server =
v 181 Infrastructure Pool Name Type Defaut  Storage Tier Buffer Storags Device
3 Buffers @ LocaPool single fle (v1) v S3localBuffer -
A\ Caches
3 Disk Volumes Attach Volume to Pool X
& Storage Devices
v & Archives Available yolumes
~ & Original Archives
W S3archive
5 & Replicated Archives
5 & Edemal Archives
> @ Environment
5 g System
+ i Configuration
L Archive Server
Priorty of frst attached volume: |1 <
(X LocalPool 0 Items
Volumes
Volume Name: Type Priority Capacity (MB) Free (MB) Unsaved (MB) ~ Ful Modified Locked Write Locked
[] OpenText Administration Client
File Action View Help
| n
Shared Services @ s3archive
~ 2 8.44.156.26:8080
Pocls  Certificates Cache Servers  Server Priorities
v [7] Archive Server =
v 11 Infrastructure Pool Name Default  Storage Tier Storage Device
@ Buffers
A\ Caches
% Disk Volumes
& Storage Devices
v & Archives
v & Original Archives
@ s3archive
> &y Replicated Archives
» dly External Archives
> @ Environment
5 B System
~ @ Configuration
4 Archive Server
(2 LocalPool
Volumes
Volume Name Type Priority Capacity (MB) Free (ME) Unsaved (MB)  Ful Modified Locked
_$53volume original 1 8388603 8383608 0

12



Test Result

1. Prepare some files and write the files to the archive server’s local buffer. And check the files
in the archive server’s local buffer.

1.1 Test files are created.

] + | TestFiles
Home Share View
99 & v A s> ThisPC » NewVolume (E) » TestFiles v
Name Date modified Type Size
e ’
3 Quick access P
; PDF.pdf Chrome HTML Do... 182 KB
i Desktoy
:l; = P TestDoc.docx e Open XML ... 12 KB
e & Downloads | TestExcelxlsx KLSX File KB
% Documents
an
&=/ Pictures
Packages
:?” SOLserver
mnn
3 This PC
- MNew Volume (E:)
97
16 ¥ Network
re
1.2 Write the test files to the archive server’s local buffer.
B8 Select Administrator: C:\Windows\System32\cmd.exe - dsh -h localhost - m] X

-h localh

1.3 Data of the test files has been written into the local buffer.

13




B OpenText Administ

ration Client (B O = | Testfile
File Action View Help Home  Share  view
= =
=% |xm HE | « « 4 || ThisPC » NewVo
[] Shared Services @ s3archive
v G 8.44156.26:8080 Name
Pools  Certificates Cache Servers Server Priorities ‘ s Quick access
v [ Archive Server ce @ POF.pdf
v T8 Infrastructure _Pga\ MName Type Defsult  Storage Tier Buffer Storage Device [B Deskiop » B\ TestDord
| = | Loca Local Buffer Properties x - L
Home  Share  View
General  Sharing  Securty Previous Versions  Customize
« « 4 [ |» ThisPC > NewVolume (E) > Local Buffer fer
~ Local_Buffer
Name Date modified Type
7 Quick access
M Desitor . chg File folder Type: File folder
(i) File folder loasion A
& Downlosds + ) ._ds_tmp_ _DS_TMP_ File
Documents — # [ Lchivendf VDF File Size 202KB (208530 bytes)
&] Pictures #  [JmnFo File Sizsondisk: 208 KB (212992 bytes)
Packages Cortains: 13 Files, & Folders
SQLserver
Crested:  Today. May 18. 2023, 3hours ago
[ This PC
— HNew Volume () Atrbutes: (8] Read-only (Orly applies to fles in folder)
[] Hidden Advanced
o Network
TestFiles Properties x Local_Buffer Properties X
General Sharng Securty Previous Versions  Customize General Sharng Securty Previous Versions  Customize
>
TestFiles Local_Buffer
Type: File folder Type: File folder
Location: En Location: E
Size: 202 KB (207,053 bytes) Size: 203 KB (208,538 bytes)
Size ondigk: 208 KB (212,952 bytes) Size ondigk: 208 KB (212,952 bytes)
Contains: 3 Files, 0 Folders Contains: 13 Files, 8 Folders
Created: Today, May 18, 2023, 3 hours ago Created: Today, May 18, 2023, 3 hours ago
Attributes: [m] Read-only {Only applies to files in folder) AMtributes: [m] Read-only {Only applies to files in folder)
[] Hidden Advanced... [T Hidden Advanced...
Cancel Apply QK Cancel Apply

2. Run related PoolWrite job to write the files in the archive server’s local buffer to the volumes
of the storage. And check the files in the storage

2.1 Before running the job, there is no data in S3 bucket of the storage.

14




[ 53 Browser 10.8.1 - Free Version (for non-commercial use only) (Administrator) -
Accounts  Buckets Files Tools UpgradetoPro!  Help
5 New bucket $¢ Delete bucket £ Refresh s C
| otbucket Size Type LastModified Storage Class
| ottest
=] otworm
4 Uplosd - Download Delete @ NewFolder | - Refresh
= Lk
Tasks Permissions Headers Tags Properties Preview Versions Eventlog
URL: http://ottest.hwobs.com/ |
Property Value
Qumer opentext (000001882237C6BE0T1EFAFSB27F793A)
Name ottest
Creation date 5/17/2023 11:28:02 AM
Location Default Region (us-east-1)
Total objects 0
Total files o
Total folders 0
2.2 Start the related PoolWrite job.
53 OpenText Administration Client
File Action View Help
LX)
Shared Services 7] Jobs P
v @ 844156.26:8080 2o :
lobs Protocol
v [ Archive Server
« 1 Infrastructure (% Scheduler is running
@ Buffers Job Name Instances  Command Months Days Days of Week Hours Minutes ~
A Caches ['T) Compress_Storm_Statistics 0 compress_storm_statistics Every Every 3 0
3 Disk Volumes [TuDelete_Empty_Volumes 0 delete_empty_volumes Every o 3 0
& Storage Devices [T Local_Backup 0 badup Every Every 1 0
~ & Archives [T Organize_Accounting_Data 0 organizeAccDats Every Every 0
v & Original Archives e
@ Siarchive [TIPurge | Start Job 0 purge_expired Every ] 30
& Replicated Archives [T purge Stop Job 0 Purge_Buffer S3localBuffer Every Every 0
, External Archives [Tysave s . 0 save_storm_files Every Every 0
@ Environment g\'\svnmn Pisablc 0 synchronize Every Every 0
« i System WSYS_BIl 0 ReportsilingData Every Every 57
& Alerts msYs_CL Edit. 0 Audit_Sweeper Every 3 30
- Events and Natifications [ svs_cL 0 CleanupExports Every Every 32
L [Tsys_a Delete 0 Protocol_Sweeper Every Every 0
i [ [TIsvs_cc Refresh 0 CompressStatistics Every Every 15
@ Key Store [7Isvs_EX 0 Alert_Cleanup Every Every 0
0_ Policies [Tysvs_Ex Help 0 ExportarchiveUtization Every Every 20
1 Reports [4SYS EXPORT TRANSACTIONLOG 0 ExportTransactionLoq Every Every Every 0,15,30,45 ¥
=2 Storage Tiers < >
£8 Users and Groups [ Messages -
A, Utilities a
2.3 Job has been completed successfully and 3 files have been archived.
=} OpenText Administration Client
File Action View Help
L I
Shared Services [T Jobs e
v L 844.156.26:2080 o i
lobs Protocol
v [ Archive Server
v 17 Infrastructure [ scheduler s running
3 Buffers Job Name Instances  Command Months Days Days of Week Hours Miutss
/\ Caches [ Compress_Storm_Statistics 0 compress_storm_statistics Every Every 3 ]
& Disk Volumes [Ty Delete_Empty_volumes 0 delete_empty_volumes Every 0 3 )
& Storage Devices [ Local_Backup 0 backup Every Every 1 0

~ & Archives
~ & Original Archives
@ S3archive
& Replicated Archives
& External Archives
@ Environment
~ i System
& Alerts
£ Events and Notifications
[7) Jobs
& KeyStore
@ Policies
1 Reports
=% Storage Tiers
G8 Users and Groups
“, Utilities
~ 4 Configuration
g Archive Server

[T Purge_Expired

[T purge_S3iocalBuffer

[y 5ave_Storm_Files

[T} synchronize_Replicates
["745¥S_BILLING_REPORT
["745¥S_CLEANUP_ADMAUDIT
[)5¥S_CLEANUP_EXPORTS

[ 5¥5_CLEANUP_PROTOCOL

[ 5¥5_CONDENSE_STATISTICS

[T 5¥S_PXPIRE_ALERTS
[745¥S_EXPORT_ARCHIVE_UTILIZAT,
[ASYS EXPORT TRANSACTIONLOG
<

organizeAccData

0 purge_expired Every
0 Purge_Buffer 53iocalBuffer Every
0 save_storm_fles Every
0 synchronize Every
0 ReportBilingData Every
0 Audit_Swesper Every
0 CleanupExparts Every
0 Protocol_Sweeper Every
0 CompressStatistics Every
0 Alert_Cleanup Every
0 Exportrchivelitization Every
0 ExportTransactionLog Every

[ Messages

Messages

[} 2 )
Every ]
4 0
5 0
2 57
6 23 0
23 E]
2 o
Every 15
23 0
0 i
Every 0,1530,45 ¥
>

1ltem

Job instance 35 started on Thu May 18 14:22:56 2023

IMPORTANT =
IMPORTANT :
IMPORTANT :
IMPORTANT :
IMPORTANT :
IMPORTANT :
IMPORTANT :

about to mount server WORM on host Tocalhost, port 0, mount point /views_hs

about to mount server CDROM on host localhost, port 0, mount point /views_hs

reading jobs for pool S3archive_LocalPool

done reading jobs after 0 seconds

start copying 3 documents

3 documents(0 Mb) copied in 1 seconds

the following GS volumes were written: S3volume

Job Finished on Thu May 18 14:23:02 2023

2.4 The folder structure in the storage is the same as that in the local buffer.
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Share View

&« v » ThisPC » MewVolume (E:) » Local Buffer » 00 » 00 » 00 » v D Search
~
Name Date modified Type Size
s Quick access
000000C3 5/18/2023 2:16 PM File folder
B Desktop -
000000CY 5/18/2023 2:16 PM File folder
¥ Downloads 000D0DCA 5/18/2023 216 PM  File folder
Documents
[&] Pictures *
Packages
SQlserver
3 This PC
- Mew Volume (E:)
Q Metwork
(2 53 Browser 10.8.1 - Free Version (for non-commercial use only) (Administrator)
Accounts  Buckets Files Tools UpgradetoPro!  Help
s New bucket $ Delete bucket 2 Refresh Path: / S3volume/ 2023/ 05/ 18/ 06/ |2d86a13a/
{2 otbucket Name Size Type LastModified Storage |
ot B e —————————————
L] otworm [~ b j 00_00_00_000000C8/
"] izobjq booobu-00_00_00_000000CS/
[ aaaag4cggéggizobjgaaah3booobu-00_00_00_000000CA/
| %Uplnad - Download Delete E New Folder jeﬁdrzsh C=]
Tasks Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://ottest.hwobs.com/
Property Value
Owner opentext (000001882237C6BEQ11EFAFEB27F 793A)
Name oftest
Creation date 5/17/2023 11:28:02 AM
Location Default Region (us-east-1)
Total objects 15
Total files &
Total folders 9
Total size 203.28 KB (208 155 bytes)
Logging Disabled
Virmimmino Disabled
2.5 The files have been written into the storage successfully.
[ 53 Browser 10.8.1 - Free Version (for non-commercial use only) (Administrator) o
Accounts  Buckets Files Tools UpgradetoProl  Help
s New bucket $€ Delete bucket 7 Refresh Path: / Sivolume/ 2023/ 03/ 18/ 06/ 2dB6al3a [asaeddipv3rwizobjqasaacboocbu-00_00_00_00000ICE | £ 89
| otbucket Name Size Type Last Modified Storage Class
| ottest =,
i otworm (] 000X000 000:1 18133KB 000:1File 5/17/20232:3222PM  STANDARD
JATTRIBATR 353 bytes ATR File 5/17/202323222PM  STANDARD
7% Uplood - [ Download Delete E‘E New Folder L;:g Refresh 2 fles (181,53 K9] and 0

URL:  http://ottest. hwobs.com/

Tasks Permissions Headers Tags Properlies Preview Versions Eventlog

e

Test Conclusion

Passed
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2.3 Retrieve archived files from the storage through the archive server

Test Purpose To verify that archived files can be retrieved from the storage through the archive server.
Test Networking Storage and Archive Server Test Networking
1. The administration client, archive server, and SQL database have been deployed and
configured successfully.
2. The S3 services of the storage have been configured successfully, including accounts,
Prerequisites namespace, access certificates, security certificates, and service networks.

3. The storage has been added to the archive server successfully.

4.  Some files (original files) have been archived to the storage successfully and the docids
have been recorded.

Test Procedure

1.  Run related Purge job to clean the archive server’s local buffer. And check the files in the
archive server’s local buffer.

2.  Prepare a destination directory for retrieving files.

3. In the archive server, retrieve the archived files from the storage to the destination
directory.

4.  Check the consistency of the retrieved files and original files.

Expected Result

1. Instep 1, the files in the archive server’s local buffer are cleared successfully.
2. Instep 2, the files are retrieved to the destination directory successfully.

In step 3, the retrieved files and original files are consistent.

Test Results

Prerequisites

The docids have been recorded while archiving the files.
e:\TestFiles\PDF.pdf

docid = 'aaaad4lpv3rwizobjqaaaaebooobu’
e:\TestFiles\TestDoc.docx

docid = 'aaaafpmopkpgizobjqaaaembooobu’
e:\TestFiles\TestExcel xlsx

docid = 'aaaagdcggdggizobjqaaah3booobu’

Test Result

1. Run related Purge job to clean the archive server’s local buffer. And check the files in the
archive server’s local buffer.

1.1 Before running the job, folder ‘00’ is in the local buffer.
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Share

View

« “ 4 [ > ThisPC > NewVolume (E > Local Buffer
Name
sk Quick access
«chg
| I Deskio #*
P 00
¥ Downloads ~ # [ ds.tmp_
[5] Documents — # [ rchivendt
& Pictures # [ mFo
Packages
SQLserver
[ This PC

s New Volume (E)

¥ Network

Date modified

5/18/2023 210 PM

- [m] p
v & | Search Local Buffer A
Type size 00 Properties
File folder —
e eneral  Shaing Securty Previous Versions  Customize
DS_TMP_Fil 0Ke
_DS_TMP_File @
VDF File 1KB
File 1Ke
Type File folder
Location:  E:\Local_Buffer
Size 203 KB (208,155 bytes)
Sizeondisk: 208 KB (212 992 bytes)
Contains: & Files, 5 Falders
Created Today, May 18,2023, 17 minutes ago
Atributes: 8] Read-only (Orly applies to files in folder)
[ Hidden Advanced
Conce ] [10555

1.2 Change Min. free space to ‘100%’ in related buffer properties, so that the data can be
purged immediately for testing purposes.

[ shared Senvices
v G 8.44.156.26:8080
~ [ Archive Server
v 91 Infrastructure
3 Buffers
/\ Caches
% Disk Volumes
& Storage Devices
v & Archives
v & Original Archives
W S3archive
& Replicated Archives
& External Archives
@ Environment
v i System
5 Alerts
£ Events and Notifications
[7) Jobs
& Key Store
@ Policies
71 Reports
=3 Storage Tiers
£8 Users and Groups
. Utilities
v i Configuration
4 Archive Server

3 Buffers
Original Disk Buffers
Original Buffer Name
3 s30calBuffer

@ s3localBuffer
Volumes  ywhere Used
Volume Name

(i LocalDisk

1.3 Start the purge job.

Replcated Disk Buffers
Win, Free Space (%)
30

Type Ful

original

Days in Buffer Cache Documents

disabled

S3localBuffer (8.44.156.26:8080) - Properties

General

j Disk Buffer

Disk buffername:  [S3ocalBuffer

Disk Buffer Purge Configuration

Purge job [purge_SJocalBufer
Min. free space: 100015 %
[ Purge documerts olderthan [0 3| days

[] Cache documents before purging

[ Werfy documents by checksums F checksums are at least

Number of threads: (3 [

How do | schedule & purge job?

bits long

Cancel

ke ()
1534|
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5] OpenText Administration Client
File Action

L |

View  Help

Shared Services
v B 8.44.156.26:8080
v [7] Archive Server
~ 11 Infrastructure
3 Buffers
/A Caches
T Disk Volumes
@ Storage Devices
~ % Archives
v & Original Archives
W@ S3archive
& Replicated Archives

7] Jobs

Jobs  Proto

[T scheduler is running

Job Name:

(7] Compress_Storm_Statistics
[y Delete_Empty_volumes

] Local_Backup

[ Organize_Accounting_Data
[ Pooltrite_&3archive_LocalPool

Instances

cooocoa

Command
compress_storm_statistics
delete_empty_volumes
backup

organizeAccData

Write_GS §3archive LocalPool

purge_expired

Months
Every
Every
Every
Every
Every
Every

Days of Week

Hours

211t

Minutes

& Replicated Archives
& External Archives
@ Environment
~ i System
i Alerts
£ Events and Netifications.
(T} Jobs
& Key Store
@ Policies
1 Reports
=3 Storage Tiers
£8 Users and Groups

[T save_Storm_Files
[Tl synchronize Repicates
[T 575 _BILLING_REPORT
[ S¥S_CLEANUP_ADMAUDIT
7] SY5_CLEANLP_EXPORTS
[ S¥S_CLEANUP_PROTOCOL
7] SYS_CONDENSE_STATISTICS
[7)5YS_EXPIRE_ALERTS
4 S¥S_EXPORT_ARCHIVE_UTILIZAT ..
[Ta5YS EXPCRT TRANSACTIONLOG
<

[ Messages

save_storm_files
synchronize
ReeportfilingData
Audit_Sweeper
CleanupExports
Protocol_Sweeper
CampressStatistics
Alert_Cleanup
ExportarchiveUtiization
ExportTransactionlog

Every
Every
Every
Every
Every
Every
Every
Every
Every
Every

Every
Every
Every

Every
Every
Every
Every
Every
Every

# External Archives [Thsave_Storm Start Job. 0 save_storm_fles Every Every 4 0
@ Environment [Msynchvonize  Stop Job 0 synchvorize Every Every 5 5
« B System Masvsome o 0 ReportfilingData Every Every z 57
TwSYS_CLEANL 0 Audit_Sweeper Every 6 =) 30
b Alerts Disable
® Eoonte ond Natifica [F)svs_cLEAM 0 CleanupBxports Every Every 3 32
éW J";” = and Hotilicstions [Tisvs_cleanl  Edit.. 0 Protocol_Swesper Every Every z 0
- [T} svs_CONDE 0 CompressStatistics Every Every Every 15
e Key Store [T SVS_EXPIRE Delete 0 Alert_Cleanup Every Every 3 0
@ Policies [Ty5¥S_EXPORT Refresh 0 ExportArchiveUtiization Every Every o 20
7 Reports [Tasvs expor 0 ExportTransactionlog Every Every Every 0.15,30,45
=2 Storage Tiers < Help o
68 Users and Groups [Ty Hessages i
A Utilities
& Configuration Messages
= s
5] OpenText Administration Client
File Action View Help
| #mE
Shared Services (7 Jobs ]
v @ s.a4156.26:8080
v [F Archive Server Jobs pratocal
v 1 Infrastructure [ scheduler is running
3 Buffers Job Name Instances Command Months Days Days of Week Hours Minutes A
A Caches [7) Campress_Storm_Statistics 0 compress_storm_statistics Every Every 3 0
3 Disk Volumes [T Delete_Empty_Volumes 0 delete_empty_volumes Every ) 3 0
&8 Storage Devices [ Local_Backup 0 backup Every Every 1 0
v & Archives [ Organize_Accounting_Data 0 organizeAccData Every Every 5 0
~ & Original Archives [*7) Poalvrite_S3archive_LocalPool 0 Write_G5 S3archive LocalPool Every Every Every 0
@ S3archive [T Purge_Expired 0 30

0,15,30,45 V|
>

Y 1Ttem
% Utilities
. Messages
v { Configuration
G Archive Server Job instance 36 started on Thu May 18 14:28:09 2023
dsHdskRm -7 100 -t 3 -x 0 -p S3TocalBuffer
IMPORTANT: about to mount server WORM on host localhost, port 0, mount point /views_hs
TMPORTANT: about to mount server CDROM on host localhost, port 0, mount point /wiews_hs
TMPORTANT: working on pool S3localBuffer
IMPORTANT: working on volume LocalDis
IMPORTANT: deleted 3 components from 3 documents, approx. 0.2 MB
IMPORTANT: free blacks of volume : at program start 153477.1 MB, now 153477.3 MB, difference 0.2 MB
TMPORTANT: work on volume LocalDisk complete
IMPORTANT: work on pool S3TocalBuffer completed
Job finished on Thu May 18 14:28:14 2023
3 5 .
1.4 The folder ‘00’ in the archive server local buffer has been removed.
<+ | Local_Buffer
Home Share WView
<« A > ThisPC » NewVolume (E:) > Local Buffer » v
G ~
Name Date modified Type Size
h 7+ Quick access
I Deskt .chg 5/18/2023 210 PM  File folder
esktop -
€ £ 100 - - Kl
[ _ds_tmp_ 5/18/2023 11:46 AM  _DS_TMP_File OKB
Downloads b 1890 = : /|
; D archive.vdf /18/2023 11:45 AM DF File 1KB
Documents » [ nFo /18/2023 11:45 AM  File 1KB
t | Pictures -+
Packages
SOLserver
E This PC

I - Mew Volume (E)

|_j MNetwork

2. Create a new folder in the local disk as the destination directory for retrieving files.
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i Restore

gl -
nes
Home Share View
- I
« v » ThisPC » New Volume (E:) » Restore
rchive ~
Mame

live " .
| Arch 7 Quick access
rchive [ Desktop

& Downloads

=] Documents
4 Moti &=/ Pictures

Packages
SQLserver
[ This PC

ers
Grouj - MNew Volume (E:)
N ¥ Network
srver

storage to the destination directory.

]
“ Home Share View
o€

v s ThisPC » New Volume (E:) » Restore

Date modified

3. In the archive server, retrieve the archived files with the docids recorded earlier from the

Type Size

This folder is empty.

mm : cre \TestFile

v O Search Rest
~
Name Date modified Type Size
i Quick access €
¢ Restore.pdf 9 PM Chrome HTML Do...
B Deskiop P ’
RestoreDoc.docx M Office Open Xh
3 Downlozds | RestoreBxcel.xdsx M XLSX File
= n +
EE Administrator: C\Windows\System32\cmd.exe - dsh -h localhost — m] x

4. The MDS5 value of the retrieved files and original files are the same. That indicates the
retrieved files and original files are consistent.
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:\TestFiles\PDF.pdf MD5

Test Conclusion

Passed

2.4 Retention Period Testing

To verify that the retention period is supported when the storage is used as S3 target storage of

Test Purpose the archive server.

Test Networking | Storage and Archive Server Test Networking
1. The administration client, archive server, and SQL database have been deployed and
configured successfully.

Prerequisites 2. The S3 services of the storage have been configured successfully, including accounts,

namespace, access certificates, security certificates, and service networks.

3. The storage has been added to the archive server successfully.

1. On the administration client, set a retention period for archive.
2. Archive files to the storage.
Test Procedure 3. Check the headers of the archived files on the storage.
4. Delete the archived files within the retention period on the storage.
5. Delete the archived files after the retention period expires on the storage.
1. Instep 1, succeeded to set the retention period for the archive.
2. Instep 3, the headers of the archived files show that the files are Read-only.
Expected Result ) ) o ) )
3. Instep 4, fail to delete the archived files within the retention period.
4. Instep 5, succeed to delete the archived files after the retention period expires.
Prerequisites
Test Results Prel Configuration of the storage

Prel.1 Create a new bucket with WORM enabled and set the worm policy mode to None, so that
the storage will use the retention period set by the archive server through the S3 interface.
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WORM

@

* Policy Mode (® None

None: indicates no default policy. Automatic locking is not supported, and manual locking using object interfaces is required
Enterprise: indicates an enterprise-level default policy. Automatic locking is supported.

Compliance: During the retention period, common users and system administrators cannot modify, delete, or rename files. After the retention period
expires, common users and system administrators cannot modify or rename files, and common users can but system administrators cannot delete files.

Standard SmartCompression () (I

Cancel

Prel.2 In the S3 browser check the S3 worm bucket created in the previous step.

53 Browser 10.8.

- Free Version (for non-commercial use only) (Administrator)

Accounts Buckets Files Tools Upgrade to Pro!

Help

s New bucket 3 Delete bucket 2 Refresh

+{_| otbucket Size Type Last Modified
] oftest
fo otworm
B wormbucket]
= N
2\ Upload - Download Delete ENE}N Folder |, Refresh
L &7
Tasks Permissions Headers Tags Propeties Preview Versions Eventlog
URL:  http://wormbucket.hwobs.com/
Pre2 Configuration of the archive server
Pre2.1 Add a new connection with the S3 worm bucket created earlier.
File Action View Help
|z =
Shared Services & Storage Devices 1lten
v [} 8.44.156.26:2080 StorageD.
o 7 Archove Server rage Devices | Unavalabe Vokmes
v 8 Infrastructure Storage Device Name StorageType  Connected ... Status
3 Buffers i Pacific Simple Storage ... Generalized... Enabled
/\ Caches
‘& Disk Volumes Add Connection X
& Storage Devices
v & Archives Bucket I ‘
« & Original Archives !
@ S3archive Region defaukRegion
% Feplicated Archives Access key: © [CB320C412237C94DCIC3 | | Set Secret Key
% External Archives
@ Environment v 0K
v i System
i Alerts
¥ Events and Netifications
[T Jobs
@ Key Store oK Cancel ke
@ Policies
71 Reports
=g Storage Tiers
£8 Users and Groups )
“, Uilities & Pacific 1ltem
~ 4 Configuration Connections
S Archive Server Number En... Sta.. Volume Name Capacity (MB) Free (MB) Base Directory Bucket Region Access Key
1 v - S3volume 8388608 8388608 Padific/1/33volume ottest defaultRegion CB320C412...
Pre2.2 Initialize a new volume.
=g otorage ners
8 Users and Groups ;
4, Utilties # Pacific 2Items
v {j Configuration Connections
4 Archive Server Number En... Sta.. Volume Name Capacity (MB) Free (MB) Base Directory Bucket Region Access Key
1 v - S3wume 8383508 8383508 Pacific/1/S3volume ottest defaultRegion  CB320C412...
I - - - wormbucket  defaultRegion  CB320C412...
Initialize Volume X
Volume name: - |womvolume]
Cancel He
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I Pacific
Connections
~

Mumber ~ En...

Sta...

Volume Name

S3volume

Capadty (MB)
8388608

Free (MB)
8388608

Base Directory
Pacificf1/53volume

21tem
Bucket Region Access Key
ottest defaultRegion CB320C412.

File Action View Help

+=| 2@ EmD

Shared Services
~ & 844.156.26:8080
v [ Archive Server
v ¥ Infrastructure
3 Buffers
\ Caches
5 Disk Volumes
& Storage Devices
v % Archives
v & Original Archives
@ Sarchive
& Replicated Archives
& Extemal Archives
@ Environment
~v B¢ System
& Alerts
£ Events and Notifications
(7] Jobs
& Key Store
@ Palicies
1 Reports
=3 Storage Tiers
&8 Users and Groups
A Utilities
G Configuration
G Archive Server

@ Disk Volumes

Volume Name

Capacity (MB)

Mount Path Used As

Where Used Replicate
i LocabDisk 153581 E:flocal_Buffer buffer S3ocalBuffer
| < | Worm _Buff
ew Disl = form_Buffer
O o o v
AR
General 4 <« s
Name
Velume name: = [Wom_Disk ] # Quick access
Mourt path: - [E:\Wom_Buffer ] [ Browse. [ Desktop »
The Tomoat service must be able to access the path. Mors infomation & Downloads  #
Volume class: | Hard Disk < Documents  #
[ Pictures #*
Packages
SQLserver
[ This PC
= New Volume ()
& Network
Help Cancel

s ThisPC 5 NewVolume (E) > Worm Buffer

Pre2.4 Create a new disk buffer and attach the local disk volume created in the previous step.

11tem | Actions

Disk Volumes.

s New Disk Volume.

Date medified Type

Thisf

File Action

|

View Help

Shared Services
v [ £.44,156.26:2080
~ [ Archive Server
~ 11 Infrastructure
3 Buffers
/\ Caches
" Disk Volumes
& Storage Devices
~ & Archives
~ & Original Archives
@ S3archive
& Replicated Archives
& External Archives
@ Environment
~ B System
5 Alerts
£ Events and Notifications
[ Jobs
& Key Store
@ Policies
7 Reports
=3 Storage Tiers
£ Usersand Groups
. Utilities
v i Configuration
& Archive Server

3 Buffers
Original Disk Buffers

Original Buffer Name

Replicated Disk Buffers

Min, Free Space (%) Days in Buffer Cache Documents
3 s3localbuffer 100 disabled
New Original Disk Buffer X
o
General “3
= General Disk buffer name: + [S3wormBusfed |
Infomation Disk Buffer Purge C
Purge job: [purge_S3wommButter |
Min. free space: |30 |5 %
[J Purge documents olderthan 0 2| days

[] Cache documents before purging
[ Verfy documents by checksums i checksums are at least 0
Number of threads:  [3 12

How do | schedule a purge job?

< Back

bits long

Bpadity (MB) Free

Cancel
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File Action
&= 2=

View  Help

Shared Services
v i@ 244.156.26:8080
~ [ Archive Server
~ I Infrastructure
3 Buffers
A\ Caches

3 Buffers

Original Buffer Name

3 s3locaBuffer
@ s3wormBuffer

Original Disk Buffers | Replicated Disk Buffers
Min, Free Space (%)

100
30

2Ttem:

Days in Buffer Cache Documents
disabled

disabled

% Disk Volumes
& Storage Devices

v & Archives

v & Original Archives
@ s3archive
& Replicated Archives
& Extemal Archives
@ Environment

~ il System
i, Alerts
£ Events and Notifications
[} Jobs
& Key Store
@ Policies
71 Reports
=G Storage Tiers
&8 Users and Groups
N Utilities

w @ Configuration
€y Archive Server

Attach Volume

Volume Name

iWorm_Disk

0Items

Locked Write Locked Offine Capadity (MB) Free (MB) LastBackup

Pre2.5 Create a new archive.

File  Action

L Al

View  Help

Shared Services
v i 8.44.156.26:8080
v [ Archive Server
~ 181 Infrastructure
3 Buffers
A\ Caches
5 Disk Velumes
& Storage Devices
v & Archives
~ i Original Archives
W S3archive
& Replicated Archives
& External Archives
@ Environment
~ il System
L Alerts
£ Events and Notifications
(7] Jobs
& KeyStore
& Policies
1 Reports
=3 Storage Tiers
£8 Users and Groups
. Utilities
~ U Configuration
& Archive Server

& original Archives
Archive Name
W 53archive

No. of Pools
1

Cache Enabled

Cache System Key 1D Desaription

<Global Cache >

New Archive

x

General

# General

Summary

Archive name;

Description

Help

v

[53wom] |

What are the naming rules for archives?

< Back Cancel

Pre2.6 Create a new pool in Single file (VI) type and select the disk buffer created earlier.
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File Action View Help

L 2N

i Archive Server

[ shared Senices & original Archives
~ 2 844.156.26:8080 ~
v @ Archive Server Archive Name Mo. of Pecls Cache Enabled Cache System Key ID Description
~ I Infrastructure W s3archive 1 <Global Cache >
@ Buffers @ s3wom 0 <Global Cache>
A\ Caches
% Disk Volumes New Pool X
& Storage Devices
v & Archives &
v & Original Archives General ];
@ S3archive
@ S3worm Poolname: = [WomPool |
& Replicated Archives
£ Extemol Archives Vihat are the naming wies for pools?
@ Environment Pocltype: = (O Singefie (5)
v il System Use this pool type to wite single documents through the disk bufferto extemalfie
& Alerts systems (HSM, NAS)
¥ Events and Notifications ) Wiite at-once (1S0)
g‘m’s Use this pool type to wrte 150 images to CAS. SAN. NAS or extemal file systems
Key Store
@ Policies @1 Singls il V1)
71 Reports Use this pool type to wrte single documents to extemal storage by a vendor inerace
=2 Storage Tiers (GS scenaria)
& 3:’;“”" Groups © Wite through (HDSK)
™ ?‘ e " ‘Ez Use this pool type o wite single documents files)to your local hiard cisk volumes
~ &4 Configuration
Gy Archive Server
File Action View Help
&=z
2] 5,:5;:::;:5 & original Archives
v A .26:3080 ~
v E Archive Server Archive Name No. of Pools Cache Enabled Cache System Key ID Description
~ T8 Infrastructure W s3archive 1 <Global Cache>
3 Buffers W s3worm 0 <Global Cache>
A\, Caches
% Disk Volumes New Pool x
& Storage Devices
v & pve Single File (V1) Pool >
~ & Original Archives 9
@ S3archive
@ S3worm Storage Selection
Replicated Archives
i Extpama\ Archives Storage i tions e
@ Environment How can | create a storage tier?
~ i System Biffering
5 Alerts
£ Events and Notifications LUsed disk buffer. S3wormBuffer -
() Jobs How can | create a disk buffer?
& Key Store Virting
@ Policies
i1 Reports Write job: PoolWrite_S3worm_WarmPoal
: Storage Tiers How can | change a write job?
Users and Groups
A Utites " Documents wittenin paralll: [f [
{4 Configuration How can | back up the storage system?
Gy Archive Server
Pre2.7 Attach the volume created earlier.
B o0e atio
File Action View Help
L 2|
Shared Services @ szworm e~
v {1 844156268080
v [ Archive Server Pools  Certificates Cache Servers Server Priorities
v m Infrastructure Pool Name Type Default Storage Tier Buffer Storage Device
@ Buffers G wormpool Single file (VD) v SawormBuffer -
Cach
'\% v Attach Volume to Pool X
isk Volumes
& Storage Devices J—
wailable volumes:
v & Archives 5
v & Original Archives
@ Saarchive
@ S3worm
& Replicated Archives
& Extemal Archives
@ Environment
~ B System
i Alerts
£ Events and Notifications Briorky of firt attached volume: -1 =
() Jobs
& Key Store
@ Policies Cancal Hep
1 Reports
=2 Storage Tiers @ WormPool i
£ Users and Groups
2, Utilities Volumes
v & Configuration Volume Name Type Priority Capacity (MB) Free (ME) Unsaved (MB)  Full Modified Locked Write Lodked
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Test Result

1. On the administration client, set the retention period to 1 day in archive properties.

=

File Action

ol 4

View Help

[3] shared Services
v @ 2.44.156.26:8030
~ [@ Archive Server
~ I Infrastructure
3 Buffers
\ Caches
% Disk Volumes
& Storage Devices
~ % Archives
v & Original Archives
@ S3archive
@ s3worm
& Replicated Archives
) External Archives
& Environment
~ g System
b Alerts
£ Events and Notifications
['f) Jobs
Key Store
@ Policies
"I Reports
=3 Storage Tiers
&8 Users and Groups
% Utilities
~ 44 Configuration
{4 Archive Server

W s3worm

Pools  Certificates  Cache Servers
Pool Name: Type

) wormpool Single file (VI)

Server Priorities

Default

v

Storage Tier

Buffer

S3wormBuffer

Storage Device

General Securty Setiings

Default Settings
() Ng retention

(O Na retention - read-only

O

Event retention

O Infinite retention

Purge

Auto delete

[ Destroy unrecoverable)

S3worm (8.44.156.26:8080) - Properties

Auto delete after expiration

Retention  Timestamps

2] days

Cancel

€ Modifications made to these settings apply only to documents archived after change:

Help

*

2. Archive files to the storage.

2.1 Write the test files to the archive server’s local buffer.

Madified

Unsaved (MB)  Ful
0

Locked

2.2 Start the related PoolWrite job to archive the file to the storage.

=] OpenText Administration Client
File Action View Help
5| 2E B

[ Shared Services
v G 8.44.156.26:8080
« [ Archive Server
~ 181 Infrastructure
3 Buffers
A\ Caches
% Disk Volumes
@ Storage Devices
v & Archives
v & Original Archives
@ S3archive
@ S3worm
& Replicated Archives
% External Archives
@ Environment
~ i System
& Alerts
£ Events and Notifications

Reports
=G Storage Tiers
&8 Users and Groups
» Utilties
i Configuration
G Archive Server

7] Jobs

Jobs | rotocol

[ scheduler is running

Job Name

[*7) Compress_Starm_Statistics
“ADelete_Empty_Volumes

(") Local_Backup

[T Organize_Accounting_Data
[ poolwrite_S3archive_LocalPool

Start lob.

E = Stop Job

(Mowge 530

Tusave_storr

[Msynchroniz ~ Disable

TR SYS_BILLIM Edit..
Delete
Refresh
Help

[Tsvs EXPR
<

[Ty Messages

Messages

Instances

cooococococoollenooo

Command

compress_storm_statistics
delete_empty_volumes
backup

organizefccData

Write_GS S3archive LocalPool
Write_GS S3worm WormPool
purge_expired

Purge_Buffer S3ocalBuffer
Purge_Buffer S3wormBuffer
save_storm_files
synchronize
ReportsilingData
Audit_Sweeper
CleanupExports
Protocol_Sweeper
CompressStatistics

Aert Cleanun

Months

Every
Every
Every
Every
Every

Every
Every
Every
Every
Every
Every
Every
Every
Every
Every
Every

Days
Every

Every
Every
Every

Every
Every
Every
Every
Every

Every
Every
Every
Every

Days of Week Hours

Every
Ex]

23Items

Minutes ~

0
0
0
0
0
0

11tem

Mo output available
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m Messages 1Ite

Messages

Job instance 38 started on Thu May 18 14:48:25 2023

IMPORTANT: about to mount server WORM on host localhost, port 0, mount point /views_hs

IMPORTANT: about to mount server CDROM on host localhost, port 0, mount point /views_hs

IMPORTANT: reading jobs for pool 53worm_WormPool

IMPORTANT : done reading jobs after 0 seconds

IMPORTANT: start copying 1 documents

IMPORTANT: 1 documents(0 Mb) copied in 1 seconds

IMPORTANT: the following G5 volumes were written: wormvolume

Job finished on Thu May 18 14:48:31 2023

|
2.3 The files have been written into the storage successfully.

| 53 Browser 10.8,1 - Free Version (for non-commercial use only) (Administrator) - o x
Accounts  Buckets Files Tools UpgradetoProl  Help
offs New bucket $§ Delete bucket 2 Refresh Path: B Y06

1] otbucket Name Size Type LastModified Storage Class

i otest Swomvolone/ |

| otworm
| wormbucket
éupluad . \&.ann\nld *D!Id! C@Nmiuldu ;;m.uh dae=

Tasks Permissions Headers Tags Properties Preview Versions Eventlog

URL:  hitp: hwiobs. [3 Copy
Property Value

Name wormvolume/

Total objects 9

Total files 2

Total folders 7

Total size 384 bytes (364 bytes)

File types 003:1 File: ATR File

Server-side modified 5/17/2023 2:57:50 PM - 5/17/2023 225750 PM

Owners opentext (000001882237C6BE011EFAFEB27F 793A)

Storage classes STANDARD

3. On the S3 browser the headers of the archived files on the storage contain the ‘x-amz-object-
lock-retain-until-date’ and the value is 2023-05-19T06:46:05.

[ 53 Browser 10.8.1 - Free Version (fer non-commercial use only) (Administrator)

- 0 x
Accounts Buckets Files Tools UpgradetoPral  Help
b New bucket € Delcte bucket Z2Refresh Pathi / wormvolume/ 2023/ 05/ 18/ 06/ 29di4c1/ [ aasejinvinagizobiqeaqymbooobu-00_00_00_00D00OCE/ B YO
] otbucket Name Size Type LastModified Storage Class
i oftest j
i otworm [ 000x000.009:1 0081 File 5/17/202325750PM  STANDARD
{.] wormbucket

[BlATTRIBATR

5/17/2023 25750 PM_ | STANDARD

i}UpEnud - @Duwnlmd &Dzlzﬁz E New Folder

Tasks Permissions Headers Tags

Properties Preview Versions Eventlog

URL:  http://wormbi hwab

023/05/. d9dfcl, 1nvLhagizobjs booobu-00_00_00_000000CE/ATTRIB.ATR

[ copy

Header Value Read-only ~
x-amz-meta-product OpenText Archive Server No
x-amz-meta-vendor Open Text Corporation No
x-amz-meta-host otserver26 No
x-amz-objectlock-mode COMPLIANCE Yes
x-amz-object-lock-retain-until-date 2023-05-19T06:46:05 Yes
x-amz-objectlock-legal-hold OFF Yes
x-amz-storage-class STANDARD No
x-amz-id-2 32AAAQAAEAABAAAQAAEAABAAAQAAEAABCSSI2u772Cie YFBT1CITIzs TXKIGBdUd Yes
AcceptRanges bytes Yes
Content-Length 362 Yes
Content-Type applicationfoctet-stream No
Date Wed, 17 May 2023 06:59:26 GMT Yes

v

qpadd | Edit Delete | default http headers .. <7 Apply changes | {7 Reload

4. The archived files could not be deleted within the retention period (2023-05-19T06:46:05
UTC+0/ 2023-05-19T14:46:05 UTCH8).

4.1 The WORM clock in the storage is within the retention period.
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OceanStor Pacific Resources Monitor Data Protection Cluster Settings

Settings WORM Settings

_ WORM Clock
R_é Object Service Settings e
E Share Settings WORM Clock  2023-05-19 10:02:28 UTC+08:00
@ Data Security -

WORM Settings

4.2 Files could not be deleted.

(2] 53 Browser 10.6.1 - Free Version (For non-commercial use only) (Administrator)

- o X
Accounts  Buckets Files Tools UpgradetoPro!  Help
o New bucket $§ Delete bucket £ Refrech Path: / wormvolume/ 2023/ 05/ 18/ 06/ 2d9df4cl/ | saasjinvihagizobjqaaqymboccbu-00_00_00_00D00OCE/ =R
—| otbucket Name Size Type Last Modified Storage Class
| oftest 2
] otworm § .
———— _1000X000.009:1 22 bytes 009:1 File 5/17/2023 25750 PM  STANDARD
- _JATTRIBATR 362 bytes ATRFile 5/17/2023 25750 PM  STANDARD
4 plosd - Doverload Delete :' New Folder | L, Refresh St

Tasks(3) Permissions Headers Tags Propeties Preview Versions Eventlog

Task Size % Prog.. Status
$¢ Deleting /2023/05/1 d9df4c1/aaaajinvihagizobjgaagymbooobu-00_00_00_000000CE/000X000.009:1 (Versionld: ) Failed - AccessDenied: Oper
¥ 2files could notbe deleted: wormvolume/2023/05/17/10/29513018/ 'g13IdgiySihe 0_00_00_000000DC/ATTRIB.ATR: Intema... Failed - System Exception: By

[l files could notbe deleted: womvolume/2023/05/18/06/2d9df4c 1/aaaajlnvihagizobjgaagymbooobu-00_00_00_000000CB/ATTRIBATR ntem_| | | [Failed-System Exception B

Tasks (3) Pemissions Headers Tags Properies Preview Versions Eventlog

@[N] [2023-05-19 09:5247] 2 files could not be deleted 023/05/18/06/2d9dfc1/aaaajiny )_00_00_0000BOCB/ATTRIBATR: Internal Errowormvolume/2023/06/18/0...  ~
8 [W] [2023-05-19 0952:47] 2 files could not be deleted: wormvolume/2023/05/18/06/2d9dfc1/aaaajinvhagizobjgaagymbooobu-00_00_00_000000CB/ATTRIB ATR: Internal Errorwormvolume/2023/05/18].

8\ W] [2023-05-19 0952:47] System Excepion: Bulk delete failed. Some files could not be deleted. Please check logs for more details atte.Dof) atig.c(ia bew) TaskiD: 55235

@ [1] [2023-05-19 09:52:48] 2 iles could not be deleted: wormvolume/2023/05/18/06/2d9dféc 1/aaaaj1nvihagizobjgaagymbooobu-00_00_00_000000CE/AT TRIBATR: Internal Errorwomvolume/2023/05/18/0.

/B [W] [2023-05-19 09:552:48] 2 files could not be deleted 023/05/16/06/2d9dfc1/aaaajlny’ _00_00_000000CB/ATTRIBATR: Internal Errorwormvelume/2023/05/18)...

/B [W] [2023-05-19 09:552:48] System. Exception: Bulk delete failed. Some files could not be deleted. Please check logs for more details atte.Dof) atig.c(ia bow) TaskiD: 55235

@[N] [2023-05-19 09:5249] 2 files could not be deleted: wormvolume/2023/05/18/06/2d9dfc1/aaaaj1nvihagizobjgaagymbooobu-00_00_00_000000CE/AT TRIB.ATR: Intemal Errorwormvolume/2023/05/18/0.

A\ [W] [2023-05-19 09:52:49] 2 files could not be deleted: wormvolume/2023/05/18/06/2d9dfc 1/aaaajinvhagizobjqaagymboosbu-00_00_00_000000CB/ATTRIBATR: Internal Errorwormvolume/2023/05/18].

/8 [W] [2023-05-19 09.52:49] System Excepion: Bulk delete failed. Some files could not be deleted. Please check logs for more dstails atte.Dof) atig.c(ia bow) TaskiD: 55235

(®)[1] [2023-05-19 09:52550] Task stopped (maximum number of retry atiempts reached) TaskID: 55235

PN (W] [2023-05-19 095250 Task failed (System Exception: Bulk delste failed. Some files could not be deleted. Please check logs for more defails) TaskID: 55235
®)[1] [2023-05-19 09:5250] Colleciing fles from wormbucketiwormvolume/2023/05/18/08/2d9d¢ 1/aaaajinv1hagizobjgaagymboocbu-00_00_00_000000CB/ (page 1) TaskiD: 55238

©[1] [2023-05-19 09:5250] collected files from 0;
(@[1] [2023-05-19 09:5250] Total objects: 2 (2 files and 0 folders) 384 bytes (384 bytes)

05/18/06/2d9df4c 1/aaaajinvihagizobjgaaqymbooobu-00_00_00_000000CB/ TaskID: 55238

5. Succeed to delete the archived files after the retention period (2023-05-19T06:46:05 UTC+0/
2023-05-19T14:46:05 UTC+8) expires.

5.1 Check the WORM clock in the storage to make sure the retention period has expired.

QOceanStor Pacific Resources Meonitor Data Protection Cluster Settings

HUAWEI

Settings WORM Settings

_ WORM Clock
‘_é Object Service Settings v
E Share Settings WORM Clock  2023-05-19 15:34:09 UTC+08:00
@ Data Security -

WORM Settings

5.2 Files could be deleted.
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[ 53 Browser 1021 - Free Version (for non-commercial use only) (Administrator)

- o X
Accounts Buckets Files Tools UpgradetoPro! Help
ol New bucket $& Delete bucket 2 Refresh Path: / wormvolume/ 2023/ 05/ 18/ 08/ 2d9dfdc)/ | azasjinvlhagizobjqaagymbeoobu-00_00_00_000000CE/ A= Jc
] otbucket Name Size Type Last Modified Storage Class
o oftest H.
| otworm
-] wormbucket
2 Upload Download Delet New Folder [k Refresh
load = ownloa elete levs Folder re:
£ - L ]
Tasks(3) Permissions Headers Tags Properties Preview Versions Eventlog
&\ [W] [2023-05-19 09:52 48] System Excepiion: Bulk delete failed. Some files could not be deleted. Please check logs for more details atte Dof) atigc(ia bow) TaskiD: 55235 -
®[1] [2023-05-19 09:52:49] 2 files could not be deleted: wor /2023/05/18 ) Tnv Il -00_00_00_0DOOCOCB/AT TRIB. ATR: Internal Errorwormvolume/2023/05/18/0,
5 [W) [2023-05-19 09:52:49) 2 files could not be deleted: worm UEEEENL 0_00_00_000000CE/AT TRIB.ATR: Internal Errorwormvolume/2023/05/18/..

/W] [2023-05-19 09:52:49] System Exception: Bulk delete failed. Some files could not be deleted. Please check logs for more details atte.Dof) atig.clia bow) TaskiD: 55235
®)[1) [2023-05-19 09:52 50] Task stopped (maximum number of relry attempts reached) TaskiD: 55235
£\ [W] [2023-05-19 03:52:50] Task failed (System Exception: Bulk delete failed Some files could notbe deleted. Please check logs for more details) TaskiD: 55235

D[] (20230519 0952:50] C rom 3105/ 1/3aas)r i 00_00_00_000000CE/ (page 1) TaskiD: 55238
@[ (2023-05-19 09:52.50) fully collected files fom 023/05/ i invih

@[1][2023-05-19 09:52:50] Total objects: 2 (2files and 0 folders) 384 bytes (384 bytes)

306/ Jj i 00_00_00_000000CB/ TaskID: 55238

Test Conclusion

Passed
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3 Summary and Conclusion

3.1 Result Summary

Number Test Cases Results
1 Add the storage to the archive server as S3 target storage Passed
2 Archive files to the storage through the archive server Passed
3 Retrieve archived files from the storage through the archive server Passed
4 Retention Period Testing Passed

3.2 Conclusion

All the interoperability test cases were completed. The Huawei OceanStor Pacific Scale-Out Storage supports
connecting to the OpenText Archive Server through the S3 protocol as target storage. The system works as expected for
file archiving, retrieving, and retention period. With regards to the test results, the Huawei OceanStor Pacific Scale-Out

Storage and the OpenText Archive Server are well interoperable.

3.3 Signature

Company Name: Acondistec GmbH

Signature:

ﬂz( Do

Date: May 31, 2023
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